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1

The Annenberg Foundation Trust at Sunnylands, under the direction of Kathleen
Hall Jamieson, sponsored the Adolescent Mental Health Initiative in 2003 culmi-
nating in Treating and Preventing Adolescent Mental Health Disorders (Evans
et al., 2005, Oxford University Press). This project synthesized the current state
of knowledge about the emergence and course of major mental disorders in ado-
lescence and what can be done to treat and prevent these illnesses. As part of this
effort, it became clear that our knowledge of the brain and its development from
childhood through adolescence has increased dramatically in the last decade and
that this greater understanding opened new opportunities to prevent the mental
disorders that often emerge during adolescence.

One of the most exciting prospects was the increasing realization that the brain
remains highly plastic throughout development. However, during adolescence
major forms of brain reorganization take place that make this period particularly
sensitive to preventative interventions. Much of the reorganization and matura-
tion that appears to occur during this period has been characterized as a source of
maladaptive behavior, such as heightened risk taking, rather than an opportunity
for growth. The extensive pruning, especially in the prefrontal cortex, that con-
tinues throughout adolescence suggested to scientists, as well as the press, that
the adolescent brain was a work in progress that was not prepared for the debut of
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cesses. Kiki Chang, Kim Gallelli, and Meghan Howe review the work that has
been undertaken to explore the brain mechanisms involved in the development of
bipolar disorder. They present an overview of the wide range of interventions that
the new science of brain development presents for the eventual prevention of this
and other disorders. Nicole S. Cooper, Adriana Feder, Steven M. Southwick, and
Dennis S. Charney discuss the deleterious effects of traumatic experience and its
effects on brain development. They also review the many interventions that have
evidence of efficacy for promoting resilience to subsequent traumatic events.
Martha Farah, Kimberly G. Noble, and Hallam Hurt describe research they have
conducted to characterize the areas of the brain that are affected by chronic pov-
erty conditions experienced by poor urban youth. With these more precise neuro-
logical measures, they are able to identify the experiences that might be needed
to reverse the adverse effects of chronic poverty conditions. Finally, Charles B.
O’Brien reviews the deleterious effects of addictive drugs on brain development
and what is known about ways to reverse these effects.

In the final section, part VI, we include three chapters on the newly emerging
field of educational interventions for enhanced neurodevelopment. M. Rosario
Rueda, Mary K. Rothbart, Lisa Saccomanno, and Michael I. Posner discuss po-
tential computer-based interventions for young children that in interaction with
genetic predispositions can increase attentional capacities but if left untreated are
implicated in poor behavioral control and in several disorders, including atten-
tion deficit hyperactivity disorder, personality disorder, and schizophrenia. Patricia
Gorman Barry and Marilyn Welsh have been developing a program for grades
K–12 that teaches emotional and cognitive control of behavior and general prob-
lem solving skills. The program, called BrainWise, uses metaphors taken from
neuroscience to help children understand how their brains work and how they can
control stressful situations in which they might otherwise make hasty and mal-
adaptive choices. Mark T. Greenberg, Nathaniel R. Riggs, and Clancy Blair have
been developing similar programs for preadolescents to learn neurocognitive skills
that can enable them to better control their behavior and make good decisions in
risky situations. All three of these chapters provide evidence that these programs
can influence the development of areas of the brain that control impulses and ex-
ecutive function.

In the conclusion, we provide a review of the major themes of the chapters and
their implications for future research in this new and exciting field. We also dis-
cuss policy implications of the findings that subsequent research might help to
validate and refine. In Appendix A, we include a glossary of terms for those new
to the science of brain structure and development. We are indebted to Shivali Dhruv
of Emory University for this very helpful summary. We also provide two human
brain diagrams designed by Eian More to help readers locate the important brain
centers discussed in this volume (see Appendix B).
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Brain development is a lifelong process. The massive growth and differentiation of
the nervous system occurring prior to birth and during the early postnatal period is
just one phase in its gradual elaboration and sculpting. During toddler- and child-
hood, developmental changes in brain continue to be elaborated (see Ornitz, 1996,
for review), even in forebrain regions including the prefrontal cortex (see Happaney
et al., 2004), whose ontogeny is relatively protracted, with significant remodeling
during adolescence and into adulthood (e.g., Sowell et al., 2003). It is now known
that myelination and associated developmental shifts in gray/white matter volume
continue in neocortical regions well into adulthood (Sowell et al., 2003) and that
modest numbers of new neurons are generated in certain locations in brain throughout
life (Eriksson et al., 1998), potentially providing continued opportunities for some
remodeling and plasticity. Within this framework of a developmentally dynamic
brain throughout life, it has gradually become recognized that the adolescent pe-
riod is a time of particularly dramatic developmental change. These adolescent-
associated brain changes include a considerable loss of synaptic connections in cer-
tain brain regions, and ultimately transform the more energy utilizing, seemingly
less efficient brain of the child into a more rapidly communicative and more energy
efficient brain of the adult (for review, see Spear, 2000).

This adolescent-associated sculpting of brain is highly conserved, with alterations
similar to those seen in human adolescents also evident during the adolescent
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transition in mammalian species ranging from rodents to nonhuman primates.
Adolescent-related brain transformations may have been highly conserved evo-
lutionarily for a variety of reasons, perhaps not only because they serve to
adaptively sculpt the brain of the juvenile into that of the mature adult. Some of
these alterations are associated with the hormonal reawakening of puberty, a
critical event of adolescence that leads to sexual maturation and is character-
ized by increased release of a cascade of hormones, including gonadotrophin-
releasing hormone (GnRH) from the hypothalamus, follicle-stimulating hormone
(FSH) and lutenizing hormone (LH) from the pituitary, and culminating in go-
nadal release of estrogen and progesterone in females and testosterone in males
(see Worthman, 1999). This hormonal activation is precipitated in part by de-
velopmental changes in hypothalamus and other brain regions, although many
of the details of the neural alterations involved are still unknown (e.g., Grumbach,
2002, for review). Rising hormone levels not only may be precipitated neurally
but also in turn may serve to trigger some adolescent-associated brain transfor-
mations (see Steinberg, 2004).

Some alterations occurring in adolescent brain may be critical for facilitating
behavioral predispositions that benefit the adolescent at this time of transition from
dependence to independence. Indeed, human adolescents and their counterparts
in a variety of mammalian species exhibit certain behavioral commonalities of
potential adaptive significance during our evolutionary past. To set the stage for
review of the adolescent brain and its highly conserved developmental sculpting,
we first turn to consideration of the potential adaptive significance of adolescence
and its associated neurobehavioral transformations.

Adolescence, Evolution, and Behavior

The period of adolescence subsumes the gradual transformation from immatu-
rity/dependency to maturity/independency. Hence, by definition, adolescence is
a developmental phase that can be identified across mammalian species. Among
the numerous transitions occurring within the broad adolescent period is the tem-
porally restricted interval of puberty, with the timing of puberty within adoles-
cence of significance for both male and female adolescents, although correlates
of early versus late pubertal timing often differ between boys and girls (see
Steinberg & Belsky, 1996, for review). With no single event signaling the onset
or termination of adolescence in any given species and a developmental pacing
that varies across individuals, boundaries of adolescence are imprecise. Prototypic
adolescent periods include the interval from approximately 10–20 years in hu-
mans, 2–4 years in nonhuman primates (depending on the species), and the 2-week
interval from 28–42 days in rats. However, signs of impending or residual ado-
lescence may well be seen outside these inexact boundaries, with females of a
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variety of species often entering adolescence sooner and males tending to lag
somewhat behind (see Spear, 2000, for discussion and references).

Although ontogenetic periods corresponding to adolescence can be identified
in nonhuman animals, these other species of course do not demonstrate the full
complexity of brain, behavior, or psychopathology evident during human ado-
lescence (or at any other time of life). Nevertheless, there are notable common-
alities between human adolescents and their counterparts in other mammalian
species in terms of developmental history and genetic constraints, as well as in
their behavioral predispositions and neural and hormonal characteristics. Such
similarities may have been driven in part by common evolutionary pressures.

Among the behavioral proclivities characteristic of adolescents of a variety of
species are an increasing focus on peer-directed social interactions, increased in-
teractions with peers, and occasionally increased fighting with parents relative to
younger and older individuals (Csikszentmihalyi et al., 1977; Primus & Kellogg,
1989; Steinberg, 1989). Also common among mammalian adolescents are in-
creases in behaviors termed novelty seeking, sensation seeking, risk taking, and
impulsivity (Adriani et al., 1998; Trimpop et al., 1999). Behavioral commonali-
ties seen among adolescents from a variety of species presumably are rewarding
and highly conserved because of their ultimate adaptive significance. For instance,
peer-directed interactions have been shown to be particularly rewarding during
adolescence in research using an animal model (Douglas et al., 2004) and have
been shown to support development of new social skills and social support (Galef,
1977; Harris, 1995). Novelty, likewise, appears especially rewarding for adoles-
cents (Douglas et al., 2003), with risk taking postulated to serve a number of adap-
tive functions, such as increasing the probability of reproductive success in males
of a variety of species, including humans (Wilson & Daly, 1985). Risk taking may
also be adaptive for the adolescent by providing opportunities to explore adult
behaviors and privileges (Silbereisen & Reitzle, 1992) and to face and conquer
challenges (Csikszentmihalyi & Larson, 1978).

Increased affiliation with peers and elevated risk taking may also supply the
impetus for maturing male and female adolescents to explore new areas away
from the home. Emigrating with peers away from the home area around the time
of sexual maturation to territory far from genetic relatives is a common strategy
used among mammalian species to avoid inbreeding and the lower viability of
resulting offspring due to greater expression of recessive genes (Bixler, 1992;
Moore, 1992). Indeed, in virtually all species of mammals (including our human
ancestors, e.g., Schlegel & Barry, 1991), male adolescents, female adolescents,
or both emigrate away from the home territory prior to sexual maturation, a jour-
ney often taken with peers (e.g., Keane, 1990). Even in modern human societ-
ies, in which cultural traditions largely protect against inbreeding and hence
reduce emigration pressure, adolescent risk taking still persists, not only because
such traits may be retained for quite some time under relaxed selection pressure
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but also because of other potential adaptive consequences of these behaviors.
Indeed, engaging in some risk taking becomes normative during adolescence,
with >50% of human adolescents engaging in drunk driving, sex without con-
traception, use of illegal drugs, fighting, or other risk-taking behaviors (Irwin,
1989).

Although adolescent-associated increases in risk-taking behaviors may have
been highly conserved in part because they served to facilitate emigration or oth-
erwise enhance adaptive fitness during evolution, such risk taking bears consid-
erable cost for some adolescents. There are elevated mortality rates during
adolescence in virtually all species, including humans (e.g., Crockett & Pope, 1993;
Irwin & Millstein, 1992). This increase, during the otherwise relatively healthy
age period of adolescence, is attributable largely to risk-taking behaviors per se
(e.g., Muuss & Porton, 1998), with the three highest sources of mortality among
modern human adolescents being accidents, homicides, and suicides (Irwin et al.,
2002). Although it is likely that those adolescents who exhibit the most risk tak-
ing are at the greatest risk of adverse outcome, for even those adolescents engag-
ing in moderate amounts of risk taking, there is a chance for harm.

Adolescent Brain Sculpting: Pruning of Synapses,
Declines in Energy Utilization, and Changes
in White/Gray Matter

Development of the neocortex during adolescence is characterized more by a loss
of connections rather than creation of substantial new connectivity, with an al-
most 50% loss of the synaptic connections between neurons estimated in some
cortical regions during adolescence in the brain of nonhuman primates (Bourgeois
et al., 1994; Rakic et al., 1994). A similar decline in synaptic density is seen in
human neocortex between 7 and 16 years (Huttenlocher, 1979), with limitations
in the amount of human autopsy material restricting more precise delineation of
the time course of this decline.

The functional implications of the synaptic pruning during adolescence have
yet to be determined. More synapses are not necessarily better, with some forms
of mental retardation associated with elevated numbers of synapses (Goldman-
Rakic et al., 1983). Indeed, “overproduction followed by pruning” is a well-known
characteristic of brain ontogeny during the prenatal and early postnatal periods
(see Rakic et al., 1994). Yet, an adolescent-associated synaptic decline would
seemingly reflect more than the elimination of nonfunctional synapses, given the
costliness of maintaining synapses with no functional role throughout infancy and
the juvenile period prior to their belated demise during adolescence. Some sup-
port for this notion is seen in data from Lewis (2005) showing that properties of
synapses eliminated during adolescence are similar to those that were maintained,
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and hence eliminated synapses presumably were functional prior to their removal.
The probability of a synapse being pruned during adolescence, however, varies
with type of synapse and its circuitry. For instance, excitatory input to the neo-
cortex is particularly targeted (Bourgeois et al., 1994) and pruning is more pro-
nounced in prefrontal cortex (PFC) and other neocortical regions than in subcortical
areas (Rakic et al., 1994). Even within cortex, pruning more commonly involves
circuitry intrinsic to a particular cortical region than associational circuitry that
connects different cortical regions (Woo et al., 1997). Circuitry intrinsic to par-
ticular regions of cortex is important for expression of reverberating circuits, and
pruning within these intrinsic circuits has been suggested to reflect a fine-tuning
of neural connectivity in these cortical regions (see Woo et al., 1997). Thus, the
evidence to date supports the conclusion that the often dramatic pruning of syn-
apses during adolescence largely does not reflect elimination of nonfunctional
synapses but rather involves targeted pruning that helps to sculpt the adolescent
brain into its mature form. Although empirical data linking particular aspects of
this neuronal sculpting to specific functional consequences is limited, this ado-
lescent-associated synaptic elimination has been suggested to be a form of devel-
opmental plasticity by which the adolescent brain may be sculpted to match the
environmental demands and opportunities that emerge during this transition (Rakic
et al., 1994).

A culling of excitatory cortical synapses during adolescence, along with a de-
cline in synaptic connections supporting reverberating circuitry in certain cortex
regions, could also support a reduction or refinement in brain effort at this time.
Indeed, it is interesting that during adolescence in humans (see Chugani, 1996)
and other species (e.g., rats: Tyler & van Harreveld, 1942), there is an overall
decline in brain energy utilization, with the high rates of glucose metabolism, blood
flow, or oxygen utilization seen during childhood gradually declining to reach
the more moderate utilization rates typical of the adult.

Levels of oxygen utilization have been used to index neural activation, given
that activity of neurons and their associated support cells (glia) requires oxygen.
Blood oxygen level dependent (BOLD) imaging can be used to noninvasively
identify regions of enhanced oxygen utilization, and hence presumably enhanced
neuronal activation, under various stimulus conditions. Developmental studies
using functional magnetic resonance imaging (fMRI) have revealed ontogenetic
changes during the transition from childhood to adolescence in patterns of BOLD
signals during performance of cognitive tasks thought to index various (and some-
times overlapping) components of executive function (e.g., attention, response
inhibition, working memory, and performance on delay tasks). In some instances,
children have been reported to show activation in PFC that is less specific to the
type of information, as well as less efficient, with children recruiting prefrontal
territory more diffusely during performance on a working memory task than ado-
lescents (Casey et al., 2000) or adults (Casey et al., 1998). In other studies,



14 BIOLOGICAL AND SOCIAL UNIVERSALS

ontogenetic increases in focal activation of certain regions of PFC have been ob-
served in adolescence during performance of working memory and response in-
hibition tasks (see Paus, 2005, for review), with adolescents sometimes showing
greater PFC activation than children or adults during task performance (Luna
et al., 2001). Ontogenetic differences have also been observed in terms of sub-
cortical activation patterns, with evidence for developmental declines in subcor-
tical activation between adolescence and adulthood that are converse of the
increases in activation seen in certain frontal regions (Rubia et al., 2000). Such
changes were observed not only on a task in which performance improved with
age (delay task), but on a task in which performance was similar across age (stop
task), suggesting that adolescents and adults may differ in patterns of brain acti-
vation even when they are performing similarly on a task (Rubia et al., 2000). A
like conclusion was reached in work using electrophysiological measures (e.g.,
event-related potentials; contingent negative variation), with evidence emerging
that under circumstances in which both children and adults show sustained atten-
tion, this task is accomplished by children using neural mechanisms that differ
from those of adults, with continued maturation of prefrontal regions through late
adolescence (Segalowitz & Davies, 2004).

This rapidly evolving literature on microstructural (e.g., synaptic) and functional
ontogeny of the brain during adolescence is embedded within a literature docu-
menting maturation of structural components of the brain from childhood through
adolescence and well into adulthood, with generally more rostral (frontal) regions
maturing more slowly (e.g., Gogtay et al., 2004; Sowell et al., 2003). Prominent
among the changes observed are highly consistent developmental increases in
cortical white matter through adolescence into adulthood in humans (Paus et al.,
1999; Pfefferbaum et al., 1994; Sowell et al., 2003) and other species (Villablanca
et al., 2000). Ontogenetic increases in white matter reflect axon myelination, a
process by which glial processes form protective sheaths of lipid (whose appear-
ance is white in unstained tissue) around axons. The insulation provided by my-
elin speeds information flow down axons, and hence is presumed to result in faster
and more efficient processing of information. In the peripheral nervous system,
the increase in conduction velocity provided by the development of myelin gen-
erally compensates for the increase in axonal length necessitated by growth of
the body, hence the time taken for an impulse to transverse the entire length of an
axon in the periphery remains roughly constant during development despite some-
times dramatic increases in motoneuron length necessitated by limb growth (see
Jacobson, 1991). This seems unlikely to be the case in the brain, given that dra-
matic developmental increases in myelin are seen even when correcting for brain
size (weight; Benes et al., 1994), suggesting that the consequence of central my-
elination would be to decrease the time taken for transfer of information from the
cell body, down the axon to the axon terminal. The implications of this may not
have been fully considered to date. Speed isn’t everything, with many axonal
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systems in brain (e.g., intrinsic circuitry interconnecting neurons within a given
brain region) never becoming myelinated. Moreover, neurons are exquisitely sen-
sitive to the timing of input (with, for example, glutaminergic activation of NMDA
receptors requiring co-occurring depolarization-dependent changes induced by
other ligand/receptor interactions; e.g., see Nestler et al., 2001, for review). Con-
sequently, if converging input pathways vary in whether they become myelinated
or in when that occurs developmentally, the relative speed at which each provides
input to a given common target would vary accordingly during development,
potentially influencing the nature of the information being conveyed. Hence, one
could imagine that substantial orchestration of myelination activities might be
required within the context of other ontogenetic changes to permit selective matu-
rational increases in speed of information flow while still preserving appropriate
timing of converging inputs.

Although less prominent than developmental increases in white matter, onto-
genetic declines in the relative size of cellular (gray matter) components during
adolescence have been reported in some regions, particularly frontal regions such
as dorsal frontal and parietal areas (Giedd et al., 1999; Rapoport et al., 1999). This
decline in gray matter relative to overall volume of particular brain regions is likely
attributable not only to the synaptic pruning seen in these regions during adoles-
cence but also to ontogenetic increases in white matter (Sowell et al., 1999), with
overall cerebral volume remaining approximately the same from about the age of
5 years onward (see Giedd et al., 1996). A decline in gray matter volume is not
ubiquitous during adolescence, with developmental increases in gray matter vol-
ume seen in certain subcortical regions of the adolescent including the amygdala
and hippocampus (Giedd et al., 1997), as well as in the posterior temporal cortex
(see Sowell, this volume).

Adolescent-Associated Transformations in Forebrain:
Mesocorticolimbic Circuitry, Dopamine, and Stress

Adolescent Ontogeny of PFC
As reviewed above and detailed in other chapters in this volume, studies using
structural and functional MRI have revealed evidence for continued develop-
ment and organization of this brain region during adolescence, along with de-
velopmental improvements in cognitive capabilities (Casey et al., 2000; Luna
et al., 2001; Pine et al., 2002), and affect regulation (see Dahl, 2001, for review).
The scope of PFC microstructure and function that can be dissected using im-
aging techniques in humans is still limited, however, although technology is
improving rapidly. Thus, to the extent that certain adolescent neural changes
and their functional consequences can be modeled in part in other species, studies
in laboratory animals may provide clues as to specific alterations in circuitry
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within the PFC and associated networks during adolescence. When using such
animal models, however, it is important to consider potential species differences
in the homology of particular brain regions and the comparability of their orga-
nization (Preuss, 2000).

Several adolescent-associated alterations in PFC characterized in human ado-
lescents have been observed in adolescents of other mammalian species as well.
For instance, volumetric declines in PFC gray matter have been reported not
only in humans (e.g., Sowell et al., 1999) but also in rats (van Eden et al., 1990).
Likewise, synaptic pruning of presumed glutaminergic excitatory input is ob-
served during adolescence in humans (Huttenlocker, 1984) and nonhuman pri-
mates (Zecevic et al., 1989), with decreases in number of glutamate receptors
of the NMDA receptor subtype observed in the cortex of rats during adolescence
as well (Insel et al., 1990). Complementary to the decline in excitatory
glutaminergic drive to cortex (Zecevic et al., 1989), dopaminergic (DA) input
to certain portions of the PFC increases during adolescence in nonhuman pri-
mates to peak at levels considerably higher than those seen earlier or later in
life (e.g., Rosenberg & Lewis, 1995). Studies in rats also have revealed devel-
opmental increases through adolescence in a number of measures of DA input
to PFC, including DA fiber density (Benes et al., 2000) and DA concentrations
(Leslie et al., 1991). Recent rodent studies have also linked adolescence with
important changes in DA modulation within PFC. For instance, there is a loss
of “buffering capacity” among DA terminals in PFC during adolescence that is
associated with the disappearance of DA autoreceptors, which in the juvenile
had formed part of a negative feedback system to regulate rates of DA synthe-
sis (Dumont et al., 2004). Also, PFC slices from adolescent rats do not show
adult-typical depolarization in response to coactivation of DA D1 receptors and
NMDA receptors, even though this depolarized “up state” is thought to be criti-
cal for information processing and plasticity (Tseng & O’Donnell, 2005). Func-
tional implications of these ontogenetic alterations in DA activity and modulatory
capacities in the PFC have yet to be characterized and may need to be inter-
preted within a broader context of adolescent-associated alterations in DA ac-
tivity in other brain regions, as discussed next.

The Adolescent DA System and Developmental Shifts
in the Balance Between Mesocortical
and Mesolimbic/Striatal DA Systems

Alterations in DA activity in forebrain regions during adolescence are not restricted
to the mesocortical DA system projecting to PFC but are also evident in DA pro-
jections to the striatum as well as the mesolimbic DA system (i.e., DA projections
to limbic areas such as the nucleus accumbens and amygdala). One notable and
well-substantiated change is the decline in DA receptors seen during adolescence
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in striatum, with declines of � to � of the striatal D1 and D2 receptors seen in
human adolescents, as well as adolescents of other species (Seeman et al., 1987;
Tarazi & Baldessarini, 2000; Teicher et al., 1995). Developmental declines in
striatum may be sex dependent, with effects in rats generally limited to males
(Andersen et al., 1997), although the presence or absence of gonadal steroids had
no effect on the pruning process (Andersen et al., 2002; nor was this decline af-
fected by blockade of NMDA receptors; Teicher et al., 2003).

Data are more mixed with regard to the ontogenetic course of DA binding in the
nucleus accumbens (n.Acc), with work reporting early adolescent peaks in D1, D2,
and D4 receptors that are about � greater than those seen in early adulthood (Tarazi
et al., 1998, 1999) contrasting with other data reporting no notable overproduction
and pruning in this region (Teicher et al., 1995). D1 and D2 receptor overproduc-
tion and pruning is also seen in the PFC, although the timing of the decline is rela-
tively delayed, not occurring until postadolescence (Andersen et al., 2000).

Studies in laboratory animals have revealed complementary alterations in the rates
of DA synthesis and turnover in mesolimbic/striatal (e.g., n.Acc and striatal)
and mesocortical (e.g., PFC) brain regions during adolescence (Andersen
et al., 1997; Teicher et al., 1993). Early in adolescence, estimates of basal rates of
DA synthesis and turnover in PFC are high, declining to lower levels by late ado-
lescence and adulthood, whereas DA synthesis and turnover estimates in n.Acc and
DA turnover estimates in striatum conversely are lower early than late in adoles-
cence (Anderson et al., 1997; Teicher et al., 1993; but see also Leslie et al., 1991).
These data are consistent with typical reciprocal relationships often seen among
forebrain DA terminal regions, with levels of DA activity in PFC generally being
inversely related to DA release in subcortical regions in studies conducted in both
rats (Deutsch, 1992) and nonhuman primates (Wilkinson, 1997).

These developmental alterations in DA synthesis and turnover have led to the
suggestion that there is a developmental shift in the balance between mesolimbic/
striatal and mesocortical DA systems during adolescence (Andersen, 2003; Spear,
2000), with mesocortical DA influences peaking early in adolescence, followed
later by a gradual shift toward enhanced activity in mesolimbic/striatal DA termi-
nal regions (see Spear, 2000, for review). This relative shift toward mesocortical
DA predominance early in adolescence likely would be even further exacerbated
by stressors, given the greater sensitivity of mesocortical DA projections than
mesolimbic or striatal terminal regions to activation by stressors (Dunn, 1988).
Such developmental alterations in DA balance across these brain regions may be
of functional significance for the adolescent, given that DA projections to n.Acc
and other mesolimbic regions form part of the circuitry critical for labeling in-
centive stimuli with motivational relevance (Robinson & Berridge, 2003). In-
deed, as discussed later, relatively low levels of mesolimbic DA activity early
in adolescence may contribute to the emergence of adolescent risk taking, given
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that attenuated DA activity in mesolimbic regions has been linked to increased
motivation for seeking out novelty, alcohol and other drugs, as well as other
potentially rewarding stimuli (e.g., Gardner, 1999).

The Adolescent Amygdala
There are hints from research conducted both in laboratory animals and in hu-
mans that the adolescent amygdala may be a particularly intriguing and impor-
tant area for ontogenetic investigation. This region is of particular interest for study
during the highly emotionally laden and peer-driven period of adolescence given
the importance of the amygdala in processing of emotional stimuli (Baxter &
Murray, 2002), modulating social behavior (Amaral et al., 2003), attributing af-
fect, and establishing reward expectancies (Bechara et al., 1999; Holland &
Gallagher, 2004). The amygdala also has bidirectional and functional connectiv-
ity with the orbitofrontal cortex (OFC; Zald et al., 1998), a brain region likewise
critical for the expression of social behavior (Kolb et al., 2004), and reward cir-
cuitry related to addiction (Volkow & Fowler, 2000).

Excitatory input from the amygdala (basolateral nucleus) to the PFC continues
to be elaborated through adolescence (Cunningham et al., 2002). The adolescent
amygdala is more prone to induction of seizures by electrical stimuli than that of
younger or older animals (Teresawa & Timiras, 1968) and exhibits a different
pattern of stress-induced activation of the immediate early gene c-Fos than seen
in mature animals (Kellogg et al., 1998). Particularly intriguingly, the amygdala
is one of the few forebrain regions where damage has been shown in animal stud-
ies to markedly influence the timing of puberty, with reports of both precocious
and delayed puberty following lesions involving this brain region (see Moltz, 1975,
for review of this relatively old literature). These contrary findings may be easier
to reconcile when it is recognized that the amygdala consists of numerous spe-
cific subregions (nuclei) with different, and sometimes opposing, functional in-
fluences (e.g., Swanson & Petrovich, 1998).

The emerging literature in human adolescents likewise is suggestive of de-
velopmental alterations in amygdala function during adolescence, although the
findings are similarly mixed. A number of studies have used fMRI to examine
amygdalar activation during exposure to emotional faces through childhood and
adolescence and into adulthood, with activation patterns sometimes reported to
decrease developmentally (Killgore et al., 2001) whereas other studies have re-
ported developmental increases (Thomas et al., 2001) or no change in activa-
tion patterns between adolescence and adulthood (Pine et al., 2001). Adding
further to these inconsistencies are instances of ontogenetic differences in
amygdalar activation that are sex-specific (e.g., McClure et al., 2004) or later-
alized (e.g., Killgore & Yurgelun-Todd, 2004). Among the factors that may
contribute to these varying findings is the rapid habituation of this activation,
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making the timing of assessment critical, as well as the lack of spatial resolu-
tion necessary to establish foci in specific amygdala nuclei (Zald, 2003). The
latter point is particularly critical given the differing—and sometimes opposing
—functional effects among specific subunits (nuclei) of the amygdala (Swanson
& Petrovich, 1998).

Thus, although intriguing, the amygdala data are highly inconsistent at present.
While it has been proposed that the development of emotional control during
adolescence may be related to progressively greater PFC modulation over emo-
tional processing within the amygdala (see Killgore et al., 2001), only limited
support for this appealing hypothesis has been obtained to date. Judicious use of
studies using animal models and increasing availability of higher field strength
magnetic resonance scanners with their greater spatial resolution should ultimately
help resolve frustrating inconsistencies in this literature.

Summary and Other Emerging Areas of Interest
The evidence to date suggests that during adolescence the brain is sculpted to trans-
form the brain of the child into a more energy efficient brain of the adult. Some of
these alterations are regressive, with a loss of a notable proportion of excitatory
(glutaminergic) synapses and binding sites for both glutamate (NMDA-R) and DA
in certain sites within the mesocorticolimbic system. Other alterations may involve
possible ontogenetic shifts in the balance of activity among various cortical vs.
subcortical forebrain regions. To the extent that the data are available, there are
considerable similarities across species in the nature of these alterations in ado-
lescent brain. Although the evidence to date suggests that this adolescent sculpting
is particularly dramatic in forebrain mesocorticolimbic systems, adolescent-related
neuronal changes are seen elsewhere as well. Generally speaking, though, con-
siderably less attention has been paid to adolescent brain ontogeny outside the
forebrain. One exception to this generality has been the extensive literature on
hypothalamic function during the pubertal portion of adolescence, with evidence
for alterations in both excitatory and inhibitory tone in the hypothalamus contrib-
uting to the reactivation of the hypothalamo-pituitary-gonadal (HPG) axis at pu-
berty (see Grumbach, 2002; and Romeo et al., 2002; Spear, 2000, for reviews of
this extensive literature). In contrast, evidence for adolescent-associated alterations
in cerebellum and their potential contribution to cognitive and emotional devel-
opment has begun to emerge more recently. The adolescent cerebellum is of par-
ticular interest given data showing cerebellar influences on cognition and affect
in both humans (Kim et al., 1994; Schmahmann & Sherman, 1997) and rodents
(Bobee et al., 2000), and anatomical data detailing cerebellar projections to the
PFC, along with other circuitry relating these regions (Middleton & Strick, 2000,
2001). Some support for the involvement of the cerebellum in cognitive
development has emerged using fMRI, with the cerebellum showing age-related
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increases in activation into or through adolescence during performance of a vir-
tual reality spatial navigation task (Pine et al., 2002) and an oculomotor response-
suppression task (Luna et al., 2001).

Implications of Adolescent-Associated Neural
Transformations for Normal and Atypical
Adolescent Behaviors

Adolescent sculpting in PFC and interconnected regions such as the cerebellum
is seemingly related to the gradual emergence of mature cognitive capacities, in-
cluding improvements observed during adolescence in aspects of executive func-
tion, response inhibition, attentional capacities, memory function (Casey et al.,
2000; Luna et al., 2001; Pine et al., 2002), as well as emotional self-control (e.g.,
Dahl, 2001). Mesocorticolimbic brain regions undergoing particularly dramatic
change during adolescence also form critical parts of the stress-sensitive neural
circuitry implicated in modulating risk taking, novelty seeking, and social behav-
iors (e.g., Le Moal & Simon, 1991), and in assigning hedonic affect (e.g., Volkow
et al., 2002) and attaching incentive motivation (Robinson & Berridge, 2003) to
natural rewards (including social stimuli and novelty), drugs of abuse, and cues
associated with these rewards. The postulated attenuation in mesolimbic DA ac-
tivity associated with a shift towards greater mesocortical activation early in ado-
lescence likewise may be motivationally significant, given that functional
insufficiencies in mesolimbic DA terminal regions have been linked to a reward
deficiency syndrome characterized by actively seeking out drugs of abuse as well
as “environmental novelty and sensation as a type of behavioral remediation of
reward deficiency” (Gardner, 1999, p. 82). To the extent that a mild version of
this syndrome is fostered by normal developmental transitions occurring early in
adolescence, young adolescents likewise might pursue novelty, drugs, and other
stimuli to counter a mild and partial anhedonia. Indeed, reports of feeling “very
happy” drop by 50% between childhood and early adolescence, with adolescents
also experiencing positive situations as less pleasurable than adults (Larson &
Richards, 1994). This possibility is highly speculative, however, with others ar-
guing that activity in mesolimbic DA systems is positively associated with drug
seeking (e.g., Spanagel & Weiss, 1999). Moreover, most of the work suggesting
a shift in balance among mesocorticolimbic DA terminal regions has been derived
from work with laboratory animals, and it remains to be determined how well these
findings represent developmental events occurring in human adolescents. Never-
theless, given the developmental transformations that occur in mesocorticolimbic
circuitry, it would be surprising if adolescents did not differ from mature animals
in their motivated behavior and the way that they respond to natural rewards and
drugs of abuse. And they do.
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As discussed previously, adolescents of a variety of mammalian species dif-
fer considerably from younger juveniles and older adults in the ways they seek
out and interact with stimuli in their environment, including notable elevations
in peer-directed social interactions and novelty seeking/risk taking behaviors
(see Spear, 2000, for review) and the reward value they attribute to those stimuli
(e.g., Douglas et al., 2003, 2004). It is also during adolescence that drug and
alcohol use is typically initiated, with use of alcohol becoming normative among
human adolescents (e.g., Shedler & Block, 1990). Adolescents of other species
such as the rat likewise often drink notably more alcohol than their mature coun-
terparts (e.g., Brunell & Spear, 2005; Doremus et al., 2005), presumably in part
due to their insensitivity to aversive ethanol effects that serve as cues to limit
intake (see Spear & Varlinskaya, 2005, for review and references), an insensi-
tivity seemingly related in part to immaturity in GABAergic systems (Silveri &
Spear, 2002). Conversely, early adolescents are more sensitive than their more
mature peers to several alcohol consequences, including ethanol-induced social
facilitation (Varlinskaya & Spear, 2002) and impairments in brain plasticity and
memory (Acheson et al., 1998; Swartzwelder et al., 1995a), with the latter en-
hanced sensitivity related in part to overexpression of hippocampal glutaminergic
systems early in adolescence (Swartzwelder et al., 1995b). Studies in labora-
tory animals and using fMRI techniques in humans are just beginning to relate
specific components of the neural circuitry undergoing change during adoles-
cence to expression of typical behaviors of adolescents as well as their cognitive/
emotional maturation.

When contemplating the relationship between cognitive/behavioral function of
adolescence and the sculpting of adolescent brain, it may be important to con-
sider the complicating variable of stress. The PFC and certain other mesocortico-
limbic brain regions undergoing transformation during adolescence are highly
sensitive to stressors (e.g., Dunn, 1988), and there is some evidence that adoles-
cence may be a particularly stressful stage, with reports that adolescents not only
are exposed to more life stressors (e.g., Buchanan et al., 1992), but also respond
differently to stressors than at other ages (see Spear, 2000, for review). Adoles-
cents often appear particularly sensitive to stressors, a phenomenon that can be
modeled in laboratory animals, with rodents at this age showing more stress-
induced behavioral disruption (e.g., Stone & Quartermain, 1998; Walker et al.,
1995) and different patterns of stress-induced neural activation (Choi & Kellogg,
1996) than adults.

Normal developmental alterations in brain occurring during adolescence may
influence expression of psychopathology in vulnerable individuals. Along with
well-known examples of adolescent-associated emergence of overt symptoma-
tology such as schizophrenia are examples where considerable reductions
in symptomatology are often observed during adolescence (e.g., Tourette’s
syndrome: Kurlan, 1992; childhood epilepsy: Saugstad, 1994). In research with
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laboratory animals as well, various examples of alleviation or emergence of symp-
tomatology during adolescence have been observed. For instance, an adolescent-
associated decline in outcome following early orbital frontal lesions in Rhesus
monkeys contrasts with evidence for the emergence of more pronounced effects of
dorsolateral lesions of the PFC (Rhesus monkeys: Goldman, 1971; rats: Flores et
al., 1996) or ventral hippocampus (Lipska & Weinberger, 1993) as animals reach
maturity.

A number of factors may contribute to the delayed emergence or decline in
symptomatology during the adolescent period. In some instances, manifestation
of some early appearing deficits may decline developmentally as the brain is re-
structured and refined to permit the emergence of functional compensations for
those deficits. Conversely, impaired neural regions may not become functionally
mature until adolescence, and hence consequences of damage to that region may
not surface until that time. It is also possible that the sculpting of adolescent brain
may unveil early developmental compromises, plasticity-induced concessions that
may effectively have masked adverse consequences of suboptimal genetic expres-
sion and environmental conditions early in life.

One potential contributor to the later unmaking of early neural compensations
is stress. Increased sensitivity to stressors and environmental demands has been
observed in studies in laboratory animals following a variety of early develop-
mental perturbations, including perinatal stress (Cabib et al., 1993; Takahishi et al.,
1992; Weinstock, 1997) and prenatal exposure to drugs including cocaine, etha-
nol, or diazepam (Kellogg, 1991; Mayes et al., 1998; Riley, 1990; Spear et al.,
1998). Such stressor vulnerability may be particularly pronounced during ado-
lescence, given evidence discussed earlier that this developmental transition may
be unusually stressful for the adolescent.

Over the past decade there has been increasing recognition that highly conserved
neural alterations during adolescence may contribute to cognitive and behavioral
function of adolescents, their sensitivity to environmental demands, and the emer-
gence of psychopathology among the most vulnerable. With the increasing focus
on research during adolescence and ongoing improvements in MRI technology,
continued rapid progress in this area is likely, progress that will be critical for
designing strategies to enable adolescents to meet environment challenges, chan-
nel their proclivities, and conquer this developmental transition while avoiding
long-term cost to themselves.
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During the past 30 years, a dramatic transformation has occurred in research con-
cerned with the origins and prevention of mental health problems as developmental
psychopathology emerged. Developmental psychopathology (DP) can be defined
as the study of behavior problems and related disorders in the full context of human
development. This multidisciplinary perspective emphasizes developmental prin-
ciples, multiple causes and outcomes, the value of integrating theory or knowledge
about normal and nonnormal development (competence and psychopathology, re-
silience and maladaptive behavior), the importance of multiple levels of analysis
(molecules to media), and longitudinal studies (Masten, 2006a). From the perspec-
tive of developmental psychopathology, if one seeks to understand or alter the mental
health of adolescents, it is essential to consider normal and deviant development
before, during, and after this period of the life span. This chapter considers clues to
preventing adolescent psychopathology deduced from research on risk, competence,
and resilience in developmental psychopathology.

The search for understanding the etiology of mental illnesses and problems gave
rise to research on resilience, as well as the integrative science of developmental
psychopathology in the late 20th century (Masten, 1989, 2001, 2006a). It was
recognized decades ago that some children and adolescents were at greater risk
for developing mental disorders and problems, including those with biological
parents who had serious mental disorders (e.g., schizophrenia, bipolar disorder),
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young people who grew up in very adverse circumstances, or children showing
early signs of difficulty controlling their behavior or learning (Garmezy, 1984;
Kopp, 1983; Masten & Gewirtz, 2006).

Investigators who wanted to study the origins of mental health problems began
to study “high-risk” cohorts of children and youth, in hopes of learning enough
about the causes and consequences of mental disorders and problems to inform
practice and policy aimed at preventing or ameliorating them. Clinical scientists
and experts on psychopathology began to collaborate with colleagues who stud-
ied normal human development in research teams and consortia, seeking help from
each other in the design and interpretation of longitudinal studies of children and
adolescents that would encompass normal and abnormal development (Cicchetti,
1990; Masten, 1989, 2006a). From longitudinal data, risk researchers soon began
to note that individuals with the same kind of risks had very different outcomes,
and that some children from disastrous backgrounds grew up to be highly compe-
tent and healthy adults, that many disorders had origins in childhood or adoles-
cence, and that the same mental health problem could have different beginnings.
Perhaps most important, however, these investigators became convinced of the
necessity for a developmental approach to science, practice, and policy concerned
with the causes, prevention, or treatment of mental health problems.

It was not long before a pioneering group of these scholars and their students
began to lay the foundations of DP (Achenbach, 1974, 1990; Cicchetti, 1984, 1989,
1990, 1993; Cicchetti & Cohen, 1995; Gottesman, 1974; Masten & Braswell, 1991;
Rutter, 1981; Rutter & Garmezy, 1983; Sroufe 1997; Sroufe & Rutter, 1984). DP,
which spans multiple disciplines and levels of analysis, has roots deep in the his-
tory of science and medicine. However, it was not until recent decades that con-
ditions were ripe for this cross-cutting approach to take hold as the prevailing
framework for the sciences focused on mental health in childhood, adolescence,
and, increasingly, across the life span (see Cicchetti, 1990, 2006),

In addition to generally anchoring the study of mental health and illness in
development, DP underscored the importance of studying positive life patterns
along with the negative ones. Among the early developmental psychopathologists,
several leading scientists, including Norman Garmezy, Michael Rutter, and Emmy
Werner (Masten, 1989; Masten & Gewirtz, 2006), were intrigued with the phe-
nomenon of resilience in the lives of the people they were observing. Resilience
in human development generally refers to positive adjustment among individuals
exposed to serious threats to adaptation or development; in other words, doing
well in spite of adversity. Developmental psychopathologists recognized that
understanding the processes involved in competence and resilience, as well as those
in psychopathology, held the promise of informing interventions to promote bet-
ter development among high-risk children, to prevent mental illness, and to pro-
mote earlier or better recovery from psychopathology.
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In the following discussion of competence, resilience, and psychopathology,
this chapter highlights ideas and findings pertinent to prevention and adolescence.
The first section is focused on competence and the developmental tasks of ado-
lescence. The next section describes the kind of theory and evidence linking com-
petence and symptoms of psychopathology in adolescence. The third section draws
on findings from studies of risk and resilience to identify clues about what mat-
ters for adolescents at risk and the implications of these clues for resilience-
focused theory and intervention. The concluding section highlights the transitions
into and out of adolescence as windows of opportunity for prevention and strate-
gic intervention, with some hints at future directions integrating the study of brain
and behavioral development.

Competence and Adolescent Development

The concepts of competence, psychopathology, and resilience, though distinct,
all involve judgments about how well a person is doing in life. Competence is a
popular concept in many fields, as well as in conversational language, but in de-
velopmental science, it has been defined as follows:

Competence refers to a family of constructs related to the capacity or motivation for,
process of, or outcomes of effective adaptation in the environment, often inferred
from a track record of effectiveness in age-salient developmental tasks and always
embedded in developmental, cultural, and historical context. (Masten, Burt, &
Coatsworth, 2006)

Competence develops and has a normative course, as well as multiple dimensions
and individual differences. Normatively in the human population, competence
would be expected to improve over the course of adolescence, as young people
mature and learn, despite increases in specific problems and detours along the roads
to adulthood. During the second decade of life, there are major gains across mul-
tiple domains of adaptation in basic capabilities and coordinated execution of
actions, over the short and long term. There are also huge variations in the timing,
pace, and nature of these changes, and in the attendant competence of adolescents
as they move through these years (Steinberg et al., 2006).

Competence is multidimensional, and across domains of competence, individu-
als may be advanced in one key domain (e.g., doing well in academic subjects at
school) and less advanced in another (e.g., making friends with peers). Individual
competence, even in the same domain, may falter, then recover, or get off track
for long periods of time. In other words, there is continuity and change or syn-
chronized development and uneven development, across the broad areas encom-
passed by the concept of competence.
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Judgments about competence of individuals or groups can be based on formal
tests (e.g., school exams, driving tests) or informal expectations widely shared in
a community. Scholars long have noted that there are developmentally based stan-
dards for behavior and achievement that serve as broad benchmarks for whether
life is proceeding well or not (Masten, 2006b; Masten et al., 2006). Developmen-
tal tasks can be universal (e.g., learning to communicate in early childhood) or
limited to a particular culture, gender, or time in history (e.g., learning to hunt
buffalo). In many societies and cultures around the world at this time, adolescents
are expected to do well in school, prepare for their roles in society, obey the laws
of the society, commit themselves to the religion of the family or community, make
friends, and get along with people in the community. In the United States, most
adolescents are expected to begin working, driving, and socializing with poten-
tial romantic partners. At some point, young people are expected to become com-
petent with respect to adult roles such as supporting a family, rearing children,
and contributing to the community. As youth develop, the standards for meeting
developmental tasks also increase. This is not an accident, but most likely the result
of many generations of adults observing development and learning what young
people need to be doing at any particular point in development to succeed later on
in that environment and culture. Individuals are judged against age-salient devel-
opmental task expectations that reflect a general growth of competence. Perceived
or actual failure in these developmental task domains may have important conse-
quences for future competence, opportunities, self-esteem, reputation with others
and symptoms of psychopathology (Masten et al., 2006).

Competence in age-salient developmental tasks is assumed to be the integrated
result of many processes and interactions at multiple levels of potential analysis,
from the molecular to the macro-system level. Extensive research over the course
of decades in multiple fields and disciplines has been directed at understanding
the developmental processes involved in the achievement of competence or its
failures (brain development, cognitive development, social development, intelli-
gence, mental retardation, personality, criminology, learning, academic achieve-
ment, motivation, self efficacy, attachment, parenting, education, school climate,
etc.). Some have focused on individual differences, including giftedness and nega-
tive deviance, and others on normative patterns. Some have focused on change
itself and the transitions from one context or level of competence to another.

Scaffolding is an important concept in the history of competence, capturing the
idea that there are times in development when support is needed to bridge a de-
velopmental transition from one level to the next, when the child is not quite ready
to function independently in a new context or new level of achievement. Thus,
for example, just as a toddler can use a helping hand until he or she is a skilled
walker, an adolescent may need the support of parents, peers, or teachers in navi-
gating the new demands of developmental tasks during adolescence or the transi-
tion to adulthood. Scaffolding can be helpful, for example, when adolescents learn
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to drive, move into highly demanding high school classes, live away from home
for the first time, or learn to handle new sexual feelings.

Competence and Psychopathology

The study of competence and psychopathology has been connected in many ways,
historically, theoretically, and empirically. These connections have great signifi-
cance for interventions to promote mental health before, during, and subsequent
to adolescence, as well as for the basic science of how mental health and illness
develop (Masten, 2004; Masten et al., 2006; Steinberg et al., 2006). A detailed
discussion of these connections is well beyond the scope of this chapter (see Masten
et al., 2006); however, it is important to consider briefly how competence and
psychopathology may be related and how attention to these possibilities could
illuminate key issues for prevention and policy design.

Evaluating competence and symptoms are both ways of judging adaptation, with
overlapping histories in ancient medicine and philosophy, as well as more recent
shared histories in the study of psychiatry, psychology, and related social sciences
and neurosciences (Masten & Curtis, 2000; Masten et al., 2006). Some of the
connections observed between competence and symptoms in research reflect ar-
tifacts of overlapping concepts, measurement, or informants with response bias,
but some of the links are likely to reflect true causal connections. Causal models
have taken several basic forms—common cause models, symptoms of disorders
undermining competence, failures in major competence domains leading to symp-
toms—and more complex combinations and indirect variations of these basic
models (see Masten et al., 2006, for a more detailed discussion of these models).
A few examples can illustrate some of the intriguing possibilities now being con-
sidered in research on adolescent psychopathology.

Common Cause Models
Common antecedents, risk factors, genetically influenced vulnerabilities, and
other shared mediating influences could account for the co-occurrence of com-
petence problems and psychopathology in the same adolescent. Parental neglect
or maltreatment, bad neighborhoods, negative emotionality, poor impulse con-
trol, poor attention control, and stressful life events have been implicated in
multiple problems of adolescence, including depression, antisocial behavior,
substance abuse, anxiety disorders, as well as difficulties in social and academic
competence (Evans et al., 2005; Masten & Gewirtz, 2006; Masten et al., 2006;
see also multiple chapters in this volume). The pathways to these problems are
undoubtedly complex and highly variable from person to person, but it is cer-
tainly possible that multiple difficulties arise in the same individuals and across
individuals from dysfunctions or breakdowns in fundamental adaptive systems.
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Those systems could be located within the organism (e.g., dysfunctions of at-
tention in the central nervous system), in relationships (e.g., disturbed attach-
ment relationships or poor parenting in the family system), or in community/
society (e.g., poor education or health-care system). It is also possible for ex-
tremely adverse environments or major disasters to radically alter available re-
sources, affecting many systems at many levels. Competence in multiple
domains, and the quality of functioning along symptom dimensions (e.g., inter-
nalizing or externalizing symptoms), may co-occur in people because of com-
mon underlying risks and assets, vulnerabilities and protective factors, or the
powerful and broad mediating impact of key relationships, as found in the role
of parenting or romantic partners. (The topic of adversity and competence is
discussed further in the later section on resilience.)

Symptoms of Mental Disorders Undermine Competence
It is also possible that the symptoms of a disorder, such as bipolar disorder, schizo-
phrenia, or autism, are so impairing that they undermine effective behavior in
multiple competence domains. Developmental tasks, by definition, require coor-
dinated use of multiple capabilities to direct behavior in context over time (Masten
et al., 2006). Adolescents who are too distracted, confused, or anxious to social-
ize with peers, go to school, or participate in activities due to a mental illness are
likely to have problems making friends, achieving at school, and succeeding on
the baseball team, and may miss out on many opportunities for normal socializa-
tion of competence as a result. Adolescents with significant issues of impulse
control or aggression may alienate mainstream peers or get themselves moved into
special education classrooms that are not conducive to optimal academic progress.

Competence Failures Contribute
to Symptoms and Disorders

Some models also propose that failure in age-salient developmental tasks, which
are highly valued by parents, self, and society, can undermine well-being or ex-
acerbate symptoms (Chen, Li, Li, Li, & Liu, 2000; Cole, Martin, Powers, & Truglio,
1996; Kiesner, 2002; Nangle, Erdley, Newman, Mason, & Carpenter, 2003). Per-
ceived failure could lead to feelings of distress or sadness. Cole and colleagues
(Cole, Martin, & Powers, 1997; Jacquez, Cole, & Searle, 2004) have proposed
such a failure model for depression, and have demonstrated that social compe-
tence predicted changes in depressed affect over time, whereas the reverse was
not found. Cole et al. (1997) suggest that this effect is mediated by perceived
competence. There is also evidence that academic failure (often leading to school
dropout) contributes to externalizing symptoms, possibly by increasing affilia-
tion with deviant peers or increasing exposure to violence (Deater-Deckard, 2001;
Dishion, Patterson, Stoolmiller, & Skinner, 1991; Masten, Roisman, et al., 2005;
Patterson, Forgatch, Yoerger, & Stoolmiller, 1998). Congruent findings also in-
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dicate that academic success among adolescents predicts desistance from antiso-
cial behavior (Maguin & Loeber, 1996; Thornberry, Lizotte, Krohn, Smith, &
Porter, 2003).

Transactional and Progressive Cascade Models
It is also possible for the processes represented by the basic causal models to hap-
pen simultaneously or in sequence, so that effects are bidirectional or sequential.
For example, peers could be turned off by the behavior of a sad or aggressive youth,
excluding or rejecting this person, who in reaction to the rejection becomes more
distressed or hostile, which further irritates or alienates peers, and so on. Individuals
in deviant peer groups can escalate each other’s bad behavior (Dishion, Andrews,
& Crosby, 1995; Dishion & Piehler, in press). Such bidirectional or transactional
effects are a common feature of developmental systems theory and developmental
psychopathology perspectives (Sameroff, 2000). It is also possible that external-
izing behavior contributes to peer rejection, which then contributes to internal-
izing symptoms in what has been termed a developmental cascade (Masten,
Roisman, et al., 2005). Data on antisocial behavior strongly suggest that initial
problems of conduct and self-control early in development lead to academic or
social problems or both, either of which then contribute to worsening antisocial
behavior and/or internalizing symptoms (for reviews of this evidence, see Deater-
Deckard, 2001; Dodge & Pettit, 2003; Hinshaw, 2002; Hinshaw & Anderson, 1996;
Masten et al., 2006). Such developmental cascades or progressions, sometimes
referred to as “snowballing effects,” would account for the broad predictive sig-
nificance of antisocial behavior for multiple problem outcomes later in develop-
ment that was observed decades ago (Kohlberg, LaCrosse, & Ricks, 1972). Such
cascades also corroborate coercion theory models, initially proposed by investi-
gators from the Oregon Social Learning Center, in which problems arising in the
family context, such as noncompliance and aggression in preschoolers, lead to
dual failures in the spheres of academic achievement and peer acceptance after
children enter the school context (Capaldi, 1992; Patterson, Reid, & Dishion, 1992).

Implications for Preventive Interventions
Understanding how and why competence and psychopathology are linked in in-
dividual development has important implications for mental health intervention
and also for the broad societal agenda of promoting positive youth development
(see Masten et al., 2006). If there are common causes underlying multiple disorders
and competence problems in the same individuals, preventive interventions that
address the common causes should have multiple benefits. If competence failures
contribute to psychopathology, then one strategy for intervention would be to pro-
mote competence in order to prevent or reduce the related psychopathology. Evi-
dence on effective prevention programs and interventions is consistent with
the possibility that promoting competence has preventive effects on a variety
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of mental health problems (Cicchetti, Rappaport, Sandler, & Weissberg, 2000;
Greenberg, Riggs, & Blair, this volume; Masten, 2001; Masten & Coatsworth,
1998; Masten et al., 2006; Weissberg, Kumpfer, & Seligman, 2003).

Similarly, it would be possible to design an intervention strategically to inter-
rupt a developmental cascade or progression before the initial problem undermines
development in other domains. Late in a progression, even “curing” the original
problem may not produce improvements in the other domains that have been af-
fected. Thus, late interventions to help young people regulate affect, attention, or
behavior more effectively cannot be expected to undue all the damage to social
relationships, cumulative academic achievement, financial ruin, or one’s record
in the legal system. Accurately delineating a progressive or cascade causal chain
of effects could make it possible to act early in a sequence, treating one problem
to prevent a different problem further along a developmental cascade. The timing
and nature of preventive interventions would benefit from knowledge about cas-
cades and consideration of spreading effects over time, as well as the develop-
mental level and contexts of the young people involved.

Resilience in Development: Competence
in the Context of High Risk or Adversity

More than 3 decades ago, resilience research pioneers were inspired by the possi-
bility that studying resilience would inform prevention and intervention efforts,
arguing that we had lessons to learn from understanding how young people over-
came adversity or high cumulative risk conditions to succeed in life or how good
mental health outcomes are achieved among youth who start down unhealthy roads
(Luthar & Cicchetti, 2000; Masten, 1989, 2001, 2004; Masten, Best, & Garmezy,
1990). This section briefly describes progress to date in reaching that goal, with a
focus on implications for prevention science and the future integration of neuro-
science with behavior in the study of resilience.

Inferring Resilience: Judging Risk and Positive Adaptation
If one is asked to think of a real adolescent who is “resilient,” two judgments would
need to be made: (1) that the adolescent is doing okay by some criteria and (2)
that the adolescent has overcome significant threat to adaptation or development
(Luthar, 2006; Masten, 2001; Masten & Coatsworth, 1998). Similarly, before an
investigator can study resilience, that scientist must define resilience in terms of
risks and positive outcomes. Resilience is inferential because it refers to good
functioning during or following conditions that would be expected to disrupt or,
in fact, have already disrupted the lives of typical individuals. This means defin-
ing the criteria for risk and positive adaptation.
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Defining Risk in Resilience Research
Risk generally refers to an elevated probability of an undesirable outcome, although
there is discussion of more precise definitions (see Kraemer et al., 1997). In the
case of resilience, the threat to adaptation or development must be significant or
substantial: though often unstated, the assumption is that this negative influence
could alter the course of development or have serious repercussions on adaptive
functioning. Many types of risk factors, including genetic risk, have been studied
in resilience research. In risk and resilience studies to date, genetic risk has been
measured most often by status markers, such as having a parent with a heritable
disorder or biological markers of some kind associated with pathological outcomes,
rather than a specific gene or set of genes, because the genes associated with vul-
nerability had not been identified. That is rapidly changing as gene mapping
becomes more feasible, and there is likely to be a surge in research on gene-
environment interaction, with a focus on both vulnerability and resilience pro-
cesses (Gottesman & Hanson, 2005; Rutter, 2007; Rutter, Moffitt, & Caspi, 2006).
There is extensive research on resilience in relation to risks posed by common
negative life events (e.g., divorce, maltreatment), disadvantage (e.g., poverty), and
disasters involving large numbers of victims, both natural (e.g., earthquakes, hurri-
canes) and unnatural (e.g., war, terrorism). Early in the history of risk research,
investigators learned that risks often co-occur or pile up in the lives of youth, and
they began to consider cumulative risk effects in various ways (Masten, 2001). It
has been persuasively argued that cumulative risk conditions call for “cumula-
tive protections” (see Wyman, Sandler, Wolchik, & Nelson, 2000; Yoshikawa,
1994).

Defining Positive Adaptation in Resilience Research
Resilience requires judgments about positive outcomes, which require criteria about
positive adaptation or development. Developmental investigators often define those
outcomes in terms of competence as defined earlier in this chapter, particularly in
relation to success on age-salient developmental tasks. For example a group of ado-
lescents might be judged as competent when they are doing well across multiple
domains, including academic achievement in school, social relationships with
friends, and following the law in the community and the rules at home (Masten,
Coatsworth, et al., 1995; Masten, Hubbard, et al., 1999). Psychiatric researchers
also have defined resilience in terms of mental health, such as youth at risk for a
mental disorder who remain healthy, or youth who had mental health problems
before and now show recovery. Some research includes competence and mental
health criteria, defining resilience in terms of doing well socially and academi-
cally combined with the absence of mental illness or distress. One of the contro-
versies in this literature has been whether one should be judged to show resilience
even when there is internal distress or unhappiness (Luthar, 2006; Masten, 2001;
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Masten & Gewirtz, 2006). Clearly it is possible to be effective in developmental
tasks, even with internalizing symptoms, although significant depression or anxi-
ety can interfere with adaptive functioning in the environment. Some would ar-
gue that particularly in cases of severe or long-term adversity, with residual
suffering as a result of that adversity, observable competence across key devel-
opmental tasks constitutes resilience, even with periodic experiences of internal
distress. Thus a teenage war survivor who moves to a new country, goes to school,
makes friends, participates in the community, and later gets a job, marries, and
raises a family successfully, would be considered resilient, even with long-last-
ing symptoms related to war experiences, such as nightmares, depressed mood,
anxiety or panic, and so on. On the other hand, no matter how well a person feels
and sleeps, if the adolescent is failing in all domains valued by society as devel-
opmental milestones, very few observers would infer resilience.

Patterns and Models of Resilience
Resilience is a broad umbrella that includes a variety of life experiences and pat-
terns of adaptation over time. This umbrella covers observed good functioning
under challenging circumstances, observed short- or long-term recovery to nor-
mal functioning or development following trauma or disaster, and also improve-
ment from poor adaptation to good adaptation following changes in chronic
conditions from terrible to favorable. In the last kind of resilience, good adapta-
tion emerges following normalization of the environment; for example, when chil-
dren are adopted from orphanages into good homes or moved with their families
out of famine regions or war zones.

Nonetheless, in all cases, resilience refers to manifested positive functioning or
outcomes (not probabilistic ones) and success by some set of criteria that is sus-
tained over time, at least for a while (i.e., the positive functioning is not just mo-
mentary or manifested on a single occasion). Moreover, it is widely assumed that
resilience results from many processes and transactions that are occurring within an
individual and between an individual and the environment. Resilience, reflecting
system interactions and myriad processes of adaptation, must be understood as a
life pattern based on many dynamic processes. In human individuals, who are al-
ways developing, and particularly during periods of rapid development such as occur
over the years of adolescence, understanding resilience requires a developmental
perspective. To understand resilience in adolescence requires consideration of chang-
ing capacities for adaptation, vulnerabilities, resources, contexts, and opportunities.

Models of resilience include various ingredients, in addition to the risks and
outcomes under consideration. Of particular interest, of course, are the potential
assets and moderators that make a difference for adaptive success under difficult
circumstances. Studies have tested models of resilience that include a wide vari-
ety of assets and protective factors, including qualities of individuals and their
environments or relationships that might account for better adaptation in hazard-
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ous situations. General assets are associated with good outcomes in youth under
most conditions; outcomes are generally better when a youth has two parents, better
parenting, lives in a decent neighborhood and attends a good school, and has
normal cognitive abilities. Protective factors refer to influences that play a spe-
cial role under risky conditions. Parental monitoring, for example, may be gener-
ally a good idea, but it can be crucial in a dangerous neighborhood. Some protective
factors, more like automobile airbags, are important only during emergencies, such
as emergency shelters for teenagers.

There are also different models of how all the components involved in resil-
ience may work to produce resilience (Masten, 2001). Some models focus on
people: Some investigators have identified resilient versus maladaptive youth and
then compared them with each other and with low-risk youth, to try to figure out
what makes a difference. In contrast to these person-focused approaches, investi-
gators have also used variable-focused approaches with multivariate statistics to
study the relation among the measured qualities of people, their relationships, and
their environments. Investigators have tested models with additive effects and with
interactions. They have proposed mediating effects to try to identify when and
where key processes are occurring. Investigators have asked, for example: Has
the Midwestern farm crisis (Elder & Conger, 2000) or the Great Depression (Elder,
1999) affected adolescents primarily through its effects on their parents (e.g.,
depression, irritability, or marital conflict undermine parenting quality, which leads
to problems in children), more directly (e.g., not enough food, changing jobs or
educational opportunities), or in some combination of these ways, as often ob-
served with such profound historical events?

The Short List and Its Implications for Resilience
Despite the diversity of risks and populations studied, the varying definitions of
positive adaptation, and the inconsistencies and controversies in the resilience
literature, the findings have been remarkably consistent in implicating a set of
correlates and predictors of resilience in young people (Luthar, 2003, 2006;
Masten, 2001, 2004; Masten & Coatsworth, 1998; Masten & Powell, 2003). Thus,
it is possible to comprise a reasonably stable “short list” of assets and protective
factors associated with resilience (Masten, 2001, 2004; Masten & Coatsworth,
1998; Masten & Reed, 2002; Wright & Masten, 2004). This list in various forms
typically includes the following correlates of resilience: decent parents or effec-
tive parenting, connections to other competent and caring adults, problem-solving
skills, self-regulation skills, positive self-perceptions, beliefs that life has mean-
ing or hopefulness, spirituality or religious affiliations, talents valued by self or
society, socioeconomic advantages, community effectiveness and safety, and, for
adolescents, connections to prosocial and competent peers.

This list of consistently observed correlates of resilience under diverse conditions
suggests the operation of fundamental adaptive systems in human development that
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operate to foster adaptation under high-risk and adverse conditions, as well as serv-
ing many other adaptive functions over the course of development (Masten, 2001,
2004; Masten & Coatsworth, 1998; Masten & Reed, 2002; Wright & Masten, 2004;
Yates & Masten, 2004). These adaptive systems have been extensively investigated
for many years in the social sciences and other fields, and more recently, have gained
the attention of neuroscience researchers. Examples include the following: attach-
ment systems and relationships that provide emotional security and a host of regu-
latory functions in development; a functional family that serves many roles in the
caregiving, socialization, emotional or physical security, and regulation of family
members; a central nervous system in good working order that is operating to pro-
cess information, learn and solve problems, regulate stress, and perform many other
roles; a mastery motivational system that motivates efforts to adapt and rewards
success; meaning-making systems of belief that provide emotional security, hope,
and a sense of coherence in life; community and school organizations that provide
opportunities for learning, socialization, contexts for mastery experiences, and so
on; and many other cultural and societal systems that nurture and support basic
adaptive systems for development. Presumably, these systems have evolved in bio-
logical evolution and human cultural evolution because of their adaptive value.
Moreover, the development of these systems is itself adaptive in ontogeny, with
individual development influenced at multiple levels by experience, including the
central nervous system and all the systems regulated by the brain, such as stress
regulation. Many chapters in this volume illustrate the burgeoning interest in devel-
opmental neuroscience and brain plasticity and the profound implications for pre-
ventive interventions of the adaptability of primary adaptive systems during
development, discussed further at later points in this chapter.

Prevention and Intervention to Promote Positive
Development and to Test Resilience Theory

The significance of the short list and potential adaptive systems that this list may
represent are still largely matters of speculation in regard to the causes and pro-
cesses of resilience. However, randomized experiments to prevent and amelio-
rate problems among children and youth at risk afford one of the best strategies
for testing causal models of resilience (Luthar & Cicchetti, 2000; Masten, 1994;
Masten & Coatsworth, 1998; Masten & Powell, 2003). Youth cannot be randomly
assigned to the hazards of life, but it is possible to provide assets and protective
resources designed to promote better development or to mobilize adaptive systems
on their behalf, and study whether and how these interventions work. Resilience-
based models offer guidance for designing and evaluating interventions (Luthar
& Cicchetti, 2000; Masten, 2001, 2006b; Masten & Gewirtz, 2006; Masten &
Powell, 2003; Yates & Masten, 2004).

A compelling case can be made for the transformative influence of resilience
studies on practice and the prevention field (Masten, 2001; Masten & Gewirtz,
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2006; Masten & Powell, 2003; Masten et al., 2006; Yates & Masten, 2004). Re-
search findings suggest a resilience framework for practice that has shifted away
from deficit- or disease-based approaches to more strength- and competence-
focused models, infusing more positive goals, measures, methods, and targets of
intervention into interventions and systems of care (see Masten, 2006b; Masten
& Gewirtz, 2006; Masten & Powell, 2003; or Yates & Masten, 2004). Prevention
studies designed on the basis of resilience models have the potential to test medi-
ating and moderating effects hypothesized to make a difference, as well as to
improve outcomes. And it is noteworthy that the evidence from the experimental
prevention field to date appears to be highly congruent with the findings that have
emerged from studies of naturally occurring resilience (see Greenberg et al., this
volume; Masten et al., 2006).

As research on brain plasticity and gene expression advances, it is also becom-
ing clear that a new kind of intervention is conceivable. It may be possible to pro-
mote resilience by “reprogramming” adaptive systems that have not developed
well for various reasons. Investigators are beginning to consider the possibilities
of intervening to modify systems that regulate affect, attention, stress, or behav-
ior that are crucial to learning, adaptation to stress, and appropriate social behav-
ior (see Buonomano & Merzenich, 1998; Dahl & Spear, 2004; Greenberg et al.,
this volume; Rueda, Rothbart, Saccomanno, & Posner, this volume; and other
papers in this volume). It may also be possible to prevent the development of mental
disorders through preventive interventions with genetically vulnerable individu-
als, in effect promoting resilience by altering the course of epigenesis or brain
development (e.g., Chang, Gallelli, & Howe, this volume). As gene-environment
interactions become better explicated in the mental health field, it may also be
possible to prevent maladaptive gene expression through favorable changes in the
moderating environment, such as by improving parenting or education and re-
ducing maltreatment. Research on gene-environment interactions involving spe-
cific genes and particular life experiences (e.g., Caspi et al., 2002) may provide
additional evidence supporting the protective strategies already emerging from
interventions designed on the basis of resilience.

Resilience and Adolescent Development:
Two Key Transitional Windows

In addition to the broad models and findings emerging from resilience research
with implications for prevention, this research domain has often included adoles-
cents in longitudinal studies, and thus investigators have focused attention on
patterns of risk, competence, psychopathology, and protective influences in ado-
lescence, as well as the changes in behavior, context, and relationships that may
play a role in risk, vulnerability, protection, and adaptation. Two major transition
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periods stand out for consideration from this work, characterized by concentrated
change in individual adolescents, their contexts, relationships, and life experiences:
early adolescence and the transition to adulthood (which is referred to here as
emerging adulthood).

Early adolescence is a time when there are many biological and brain changes,
accompanied by changes in appearance, interest and motivation, risk-seeking
behavior, schools context, peer interaction, mobility, and relationships with par-
ents (Dahl & Spear, 2004; Steinberg et al., 2006). All of the major aspects of a
resilience model are changing: age-salient developmental tasks and what is re-
quired to succeed at school or with friends or behave responsibly; risks and ad-
versities change as challenging new experiences pile up from biological, cognitive,
and environmental changes and their interaction, and new conflicts emerge with
parents or peers; vulnerability appears to increase in a variety of ways, with in-
creasing sleep deprivation, sensitivity to stress, less support or scaffolding from
adults, greater exposure to and understanding of negative events and trauma pre-
sented on TV or in the community, and even possibly the activation of geneti-
cally based vulnerabilities to specific disorders; resources and protection shift as
parents avoid or increase monitoring, peers become better friends or more devi-
ant, and opportunities for activities and cultural rites of passage become avail-
able. Clearly there is a shifting of challenges, capacity for adaptation, and
opportunities at many levels of analysis. For young people who enter this period
with a track record of poor adaptation and few resources or protection, the road
can be very rocky and there are sharp increases over these years in emotional dis-
tress or depression, the risk for substance use and dependence or other risky be-
haviors, and criminal behavior, particularly among high-risk youth. Young people
who were already showing resilience often continue to do well, though some floun-
der in early adolescence; it is uncommon to see newly emerging resilience during
this period. Most of the evidence tracing the course of problem behaviors, such
as serious offending, underage drinking, depression, or other internalizing symp-
toms, over time show generally rising arcs of problems or mental health issues
during this period of development, although there are many youth who continue
to have low rates of any kind of problems during early adolescence (Dahl & Spear,
2004; Ge, Natsuaki, & Conger, 2006; National Institute on Alcohol Abuse and
Alcoholism, 2004/2005; Steinberg et al., 2006; Thornberry & Krohn, 2003). The
evidence on this transition suggests that contemporary societies may not be pro-
viding adequate scaffolding for many young people in this period of development,
though Spear (this volume) has noted that this period in other species also may be
fraught with hazard. It is interesting to note that for centuries, this is also a time
period when cultures have provided structured support and immersion in the cul-
ture through rites of passage, apprenticeships, religious training, and so on.

In contrast, the ending of adolescence and transition to adulthood, or emerging
adulthood period (Arnett & Tanner, 2006), which is also characterized by concen-
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trated change in individuals, contexts, and their interaction, looks promising as a
time of improving prospects and emerging resilience (Masten et al., 2006). Some
of the problem behaviors that spiked upward early in adolescence begin to arc down-
ward during emerging adulthood, which is characterized by considerable norma-
tive desistance in multiple problem domains of external and internal behavior,
including crime (the “age-crime” curve heads downward), party-based drinking, and
self-reported symptoms of depression (e.g., Ge et al., 2006; National Institute on
Alcohol Abuse and Alcoholism, 2004/2005; Thornberry & Krohn, 2003). There are
some bumps upward in problems related to contextual changes (entering military
service or college), but these very broad patterns suggest that there must be signifi-
cant influences at work directing the behavior of young people toward acceptable
mainstream adult behavior. Again, youth who enter the years from 18 to 25 with a
solid foundation of competence and resources typically navigate this transition well,
but additionally, some of the youth who were off track in adolescence begin to get
back on track. New resilience emerges (Masten et al., 2004; Masten et al., 2006).

Emergent resilience has been reported for many years in anecdotal accounts or
small studies and the qualities associated with “late blooming” are interesting:
planfulness, increasing motivation to achieve future goals, connections to adult
mentors outside the family, military service, marriage/romantic commitment to
prosocial partners, and religious conversion (Masten et al, 2006). This may be a
window in human development in modern societies when there is a positive con-
vergence of strategic executive control and future orientation (facilitated by brain
development and new capacity for executive functioning), opportunities (to leave
home, join transformative new contexts such as the military, college, religious
organizations, or the work world), and new adult support beyond the family (e.g.,
adult mentors, romantic partners) that together spur positive change. It is prob-
ably not a coincidence that many cultures around the world provide socially ap-
proved contexts and opportunities for young people around this age to move into
new environments through work, education, or travel, nor that the legal age of
adulthood for various activities often falls around the age of 20 (often 18 to 21).

Conclusion

Normative and individual inflection points in pathways to competence or psycho-
pathology across adolescence may arise from a confluence of changes in adaptive
capacity or motivation, contextual demands or supports, and opportunities. Turn-
ing points may also result from life-altering experiences that jolt development down
a new path, as might happen after traumatic experiences, unplanned pregnancy,
religious conversion, or other events.

Transitions into and out of adolescence are periods in which there are marked
changes in individuals, relationships, contexts, experiences, developmental task
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demands, and opportunities for young people, that alter the risks and assets, vul-
nerabilities and protections, capacity and nature of adaptive systems. The best
individual protections for negotiating the psychosocial hazards of early adoles-
cent transitions are the human and social capital accrued in childhood, typically
reflected in success in earlier age-salient developmental tasks and well-functioning
adaptive systems for learning and regulating behavior, and positive relationships
with parents and peers. Additionally, effective cultures and communities provide
scaffolding in many forms to support successful transitions during early adoles-
cence. Children who enter the challenges of adolescence and secondary school-
ing protected by good self-regulation skills, good relationships with prosocial and
caring adults and prosocial peer friends, positive reputations with parents, peers
and teachers, and positive beliefs about themselves have a far lower risk for psycho-
pathology and disability than children who enter this transition already struggling
and unprotected. Already maladaptive youth often face the challenges of this tran-
sition with very little scaffolding or protection. Moreover, for children who al-
ready have behavioral and emotional problems, the kinds of trouble that ensue
may further weaken the protection afforded by human and social capital and the
regulatory capacity they provide, while at the same time increasing the intensity
of adversity youth experience, accelerating psychopathology or disability, and
leading to lifelong consequences.

Similarly, the accomplishments and skills of adolescence set the stage for suc-
cessful transitions to adulthood. In addition, however, there appears to be a win-
dow of opportunity in the transition to adulthood that opens as a result of
converging developmental influences that alter the individual, the context, and
the opportunities and motivation for changing the life course. These changes not
only generate a general positive trend away from deviant behavior among nor-
mative young people in their late teens and early twenties, but also afford second
chances for some of the youth who have gotten off the expected competence path-
ways during adolescence to turn their lives around. This window appears to re-
flect in part the brain development (connectivity, efficiency, etc.) underlying the
improvements in a spectrum of executive functioning skills around this time, as
well as growing knowledge, experience, physical prowess, and attractiveness,
reaching the age of majority with its attending freedoms of action, the growing
competence of friends and romantic partners, and the opportunities provided by
supportive adults and society at large to promote the development of adult suc-
cess and civic engagement.

The findings to date across a broad array of studies of competence, resilience,
and psychopathology suggest that effective and well-timed prevention efforts
could be strategically directed in several key ways: (a) intervening early in well-
described progressions to prevent cascades in development that result in snow-
balling disabilities and comorbidity; (b) promoting competence and regulatory
capacity (both self-regulation and social regulation); (c) reducing trauma expo-
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sure and boosting protection for children in risky environments; (d) strengthen-
ing the scaffolds during periods of marked change, such as early adolescence;
or (e) providing opportunities, mentors, and second chances for adolescents in
the transition to adulthood. Specific and coordinated efforts could take many
forms.

The current explosion of research on the human genome, gene-environment
interaction, and brain plasticity throughout the life course heralds a new era of
research on vulnerability and resilience, with the potential to revolutionize preven-
tive interventions for mental health throughout the life span. It is now conceiv-
able that the vulnerabilities and adaptive systems implicated in the development
of competence and psychopathology in youth might themselves be targeted for
change with the aim of redirecting development. It may be possible to improve
the odds for competence or recovery and reduce the risks for psychopathology
and the attendant burden of suffering it imposes on youth, their families, and so-
ciety. Much work lies ahead, but there are clear and compelling signs of benefits
to prevention science from integrating what is known about competence, resil-
ience, and plasticity across disciplines and systems of human functioning through
a developmental approach.
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Adolescent brain development is one of the most compelling neuroscience research
fields to emerge in the last decade. The more troublesome aspects of adolescent
behavior in our society have long been difficult to explain, and they have largely
been attributed to fluctuating hormones. However, recent brain imaging research
showing continued brain maturation in normally developing adolescents may hold
some new explanatory power in this area. Subsequent to the newest research, public
interest in adolescent brain development has exploded as the media struggles to
use recent neuroimaging research to help explain everything from teen-driving
mishaps to recent school shooting incidents. Brain imaging research even played
a prominent role in a recent United States Supreme Court hearing regarding the
use of capital punishment in minors. Unfortunately, our current state of knowl-
edge regarding adolescent brain development is not sufficient to help explain such
complex behavior within individuals. Nonetheless, individuals outside the scien-
tific community are intensely interested in applying this research, which further
supports the importance of continued investigations in this area.

Continued brain development during adolescence had been demonstrated sev-
eral decades prior to the most recent brain mapping studies. For example, post-
mortem studies revealed a protracted cycle of myelination, particularly in frontal
and parietal regions (Yakovlev & Lecours, 1967) continuing well into the 3rd
decade of life. Additionally, reductions in synaptic density have been reported to
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occur throughout adolescence (Huttenlocher, 1979). Findings from these postmor-
tem studies went largely ignored in the literature on adolescent behavior. Perhaps
this was because these cellular changes (i.e., myelination and synaptic pruning)
were relatively subtle during the adolescent years relative to the dramatic changes
earlier in development and it may not have seemed likely that such subtle changes
in brain structure could impact behavior on such a gross level.

Although we cannot directly measure structural changes at the cellular level
with MRI, the spatial and temporal patterns of maturational change observed in
the recent imaging studies reflects the patterns observed postmortem. Some clear
advantages of the imaging studies are that larger samples of normally developing
individuals can be studied, they can be studied at multiple time points, and brain
and behavioral changes can be correlated. The available imaging technology may
never be adequate or appropriate for assessing such issues as individual culpabil-
ity for societal extremes in troublesome adolescent behavior, but the developmental
neuroscience community is clearly better poised to address questions regarding
relationships between the brain and behavior than at any previous time.

The main focus of this review will be on the exciting new studies of normative
brain development during childhood and adolescence that have been performed
with sophisticated new brain mapping techniques, including cortical pattern match-
ing (CPM). With these studies, we have been able to map structural changes over
the entire cortical surface, advancing our understanding of the timing and local-
ization of these alterations that occur as part of the sculpting of the human brain
at various ages. We will briefly review the earliest quantitative imaging studies
of child and adolescent brain development that used methods designed to calcu-
late regional brain volumes (i.e., volumetrics). These studies continue to be the
“gold standard” for assessing changes in brain morphology because they involve
manual designation of cortical and subcortical structures based on visually iden-
tifiable anatomical landmarks.

More recent techniques rely on state-of-the-art computer algorithms that allow
assessment of changes throughout the entire brain at once. Voxel-based morphom-
etry (VBM), for example, involves spatially standardizing brain image volumes
three-dimensionally and assessing gray or white matter change in a completely
automated way. CPM is also relatively automated but provides some advantage
over VBM because sulcal patterns on the cortical surface are delineated, and cor-
tical structures are matched across subjects based on these landmarks. Both VBM
and CPM provide an advantage because they allow three-dimensional visualiza-
tion of changes occurring within the brain and at the cortical surface, unbiased by
observable sulcal cortical boundaries necessary for making anatomical delinea-
tions in the volumetric studies. These newer brain mapping studies will be dis-
cussed in detail in this chapter, and we will concentrate on changes in the cerebral
cortex during childhood and adolescence, because these have been among the most
exciting findings. Because the focus of this collection of work is on adolescent
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psychopathology and the developing brain, we will also discuss some of our
recent work describing brain morphological abnormalities in children with de-
velopmental disorders such as fetal alcohol syndrome and attention deficit/
hyperactivity disorder. We relate these studies to the normative studies to help
illustrate how we may learn more by integrating normative and disabled popula-
tions than from either alone.

Volumetric Image Analysis Findings

Brain developmental changes in childhood and adolescence have been the focus
of numerous volumetric MRI studies in the last decade (Caviness et al., 1996;
Courchesne et al., 2000; Giedd et al., 1996a; Giedd et al., 1996b; Giedd et al.,
1999; Jernigan et al., 1991; Pfefferbaum et al., 1994; Reiss et al., 1996; Sowell &
Jernigan, 1998; Sowell et al., 2002c). Various methods have been used to assess
age effects on the volumes of various brain regions and tissues. Researchers have
used tissue segmentation, which involves classification of brain tissue into dis-
tinct categories, to assess age-effects on volumes of gray matter, white matter and
cerebrospinal fluid (CSF). Stereotaxic region definition schemes were most char-
acteristic of the earlier studies (Giedd et al., 1996a; Jernigan et al., 1991; Reiss
et al., 1996), frequently because the image spatial resolution was low (i.e., 4- to
5-mm MRI slice thickness), making cortical anatomical landmarks difficult to iden-
tify and follow through successive image slices. In some early volumetric stud-
ies, whole brain tissue volumes were assessed for age effects (Caviness et al., 1996;
Courchesne et al., 2000), but others employed manual region definition on a slice
by slice basis using cortical anatomical landmarks (where observable) as bound-
aries (Giedd et al., 1996b; Lange et al., 1997; Sowell & Jernigan, 1998; Sowell
et al., 2002c). Finally, automated lobar region definition schemes have been used
(Giedd et al., 1999), in which image warping algorithms are used to automati-
cally, three-dimensionally map brain lobe regions from one subject to another.

In the earliest report of volumetric brain differences between childhood and
young adulthood, Jernigan and Tallal (1990) reported that children aged 8 to 10
years had significantly more cortical gray matter as a proportion of cerebral size
than did young adults. These authors followed this preliminary report with a larger
sample size and stereotaxic subdivision of cortical regions, and found evidence
for an increase in size of the dorsal-most brain region between childhood and young
adulthood (Jernigan et al., 1991), particularly in the frontal lobes. Within the dor-
sal brain region, the cortical gray matter appeared to decrease with age while CSF
in this region increased. The inferior cortical gray matter volumes did not appear
to change across the age range. The authors proposed that their observation of a
“thinning” cortex in superior cortical regions could be related to reductions in
synaptic density reported earlier in postmortem material (Huttenlocher, 1979).
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Since these early imaging reports, cortical gray matter volume decreases have
been confirmed by other groups (Pfefferbaum et al., 1994; Reiss et al., 1996).
Regionally, the most notable changes during childhood and adolescence occur in
the more dorsal cortices, as described by Jernigan and colleagues (1991). During
adolescence, frontal and parietal lobes show highly significant increases in white
matter, along with concomitant decreases in gray matter (Giedd et al., 1999; Sowell
et al., 2002c). Cortex in the more ventral temporal lobes appear to change less
dramatically between childhood and adolescence (Giedd et al., 1999; Jernigan
et al., 1991; Sowell et al., 2002c). Notably, gray matter thinning in the frontal cortex
is related to changing cognitive ability in normal children and adolescents. We
found significant correlations between gray matter volume in the frontal lobe and
children’s performance on a verbal learning task (Sowell et al., 2001a).

From postmortem studies, we know that myelination begins near the end of the
2nd trimester of fetal development and extends beyond the 2nd decade of life
(Yakovlev & Lecours, 1967). Autopsy studies consistently reveal that myelina-
tion occurs in a systematic sequence progressing from inferior to superior brain
regions and from posterior to anterior. In addition to continuing myelination, a
regionally variable reduction in synaptic density also occurs during the adoles-
cent age range (Huttenlocher, 1979; Huttenlocher & de Courten, 1987). These
processes are thought to reflect the regional pattern of functional maturation of
the brain. Findings from the volumetric MRI studies described above have tended
to concur with the postmortem studies given that cortical gray matter volume re-
ductions appear to be somewhat specific to the superior cortices of the frontal and
parietal lobes relatively late in development (i.e., between childhood and adoles-
cence; (Jernigan et al., 1991; Sowell & Jernigan, 1998)). One volumetric study
with a large sample and longitudinal data points has confirmed these results (Giedd
et al., 1999), showing subtle increases in gray matter during childhood followed
by significant declines during adolescence.

Voxel-Based Morphometry of Adolescent
Brain Development

The volumetric studies described above have provided invaluable information
about continued brain development and are still thought to be a “gold standard”
in quantitative brain imaging. This is largely because the method is quite easy
to understand and to replicate, provided detailed protocols for defining anatomi-
cal landmarks are established. However, they are limited because, typically, only
gross lobar structures can be reliably identified visually and manually defined.
Newer methods have recently been employed to assess structural age effects
during normal development on a voxel-by-voxel basis (Paus et al., 1999; Sowell
et al., 1999a; Sowell et al., 1999b). This method allows assessment of anatomi-
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cal change within the entire brain at once, independent of explicit visualization
of anatomical landmarks.

We used VBM (Ashburner & Friston, 2000) to localize age-related gray matter
density reductions between childhood and adolescence in 18 normally develop-
ing individuals between 7 and 16 years of age (Sowell et al., 1999a). Essentially,
VBM entails automated spatial normalization of volumes into a standard coordi-
nate space. Images are then scaled so that each voxel coordinate is thought to be
anatomically comparable across subjects. Tissue segmentation is used to assess
localized differences in gray matter or white matter. Using these methods, we
reported that the gray matter volume reductions observed in frontal and parietal
lobes in the volumetric studies resulted mostly from gray matter density reduc-
tions in diffuse dorsal regions of these cortices (Sowell et al., 1999a). Parietal cortex
changed the most in both the volumetric and VBM assessments of gray matter
change during adolescence, and relatively little change occurred in the more ven-
tral cortices of the temporal and occipital lobes (See figure 3-1).

Paus and colleagues used VBM to assess white matter changes in subjects 4 to
17 years and found prominent white matter density increases in the posterior limb
of the internal capsule and in the arcuate fasciculus in the temporo-parietal region
(Paus et al., 1999). Cortical change more prominent in the parietal relative to the
frontal cortex was not expected during the late childhood age range given that
postmortem studies have shown a posterior to anterior progression of cellular
change. We would have expected age-related changes to be more prominent in
the frontal lobes this late in development.

The observation of preadolescent gray matter loss in the parietal cortices
prompted us to assess postadolescent gray matter change in frontal cortex. In a
VBM study focusing on the adolescent (12 to 16 years) to adult age range (23 to
30 years), we observed a strikingly different pattern of change localized to large
regions of dorsal, mesial, and orbital frontal cortex with relatively little gray matter
density reduction in the parietal lobes (Sowell et al., 1999a). These results were
consistent with our a priori predictions and made sense in light of studies show-
ing that the frontal lobes are essential for such functions as response inhibition,
emotional regulation, planning, and organization (Fuster, 1997), which may not
be fully developed in adolescents. Results from this study were among the first in
the brain imaging literature to suggest that troublesome adolescent behavior may
not be solely hormonally related.

Adolescent Brain Development Assessed With CPM

Cortical pattern matching (CPM) techniques provide distinct advantages over the
VBM methods described above. VBM typically relies on automated methods for
matching cortical anatomy across subjects, but cortical anatomy varies considerably
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between individuals and during development. When brain volume data sets are
spatially registered without taking this variability into account, cortical anatomi-
cal regions are not well matched across subjects, particularly where sulcal pattern
variability is highest. CPM methods, on the other hand, can be used to assess group
differences in cortical anatomy while accounting for the differences in sulcal lo-
cation across subjects and also can be used to measure cortical asymmetries (Sowell
et al., 2002b; Thompson, Moussai, et al., 1998). Briefly, a 3-D geometric model
of the cortical surface is extracted from the MRI scan of each subject (MacDonald

Figure 3-1 Top, child to adolescent statistical map for the negative age effects represent-
ing gray matter density reductions observed between childhood and adolescence; bottom,
adolescence and adulthood. These maps are three-dimensional renderings of the traditional
statistical maps shown inside the transparent cortical surface rendering of one representa-
tive subject’s brain. Lobes and the subcortical region were defined anatomically on the
same subject’s brain. Color coding is applied to each cluster based on its location within
the representative brain. Clusters are shown in the frontal lobes (purple), parietal lobes
(red), occipital lobes (yellow), temporal lobes (blue), and subcortical region (green). See
color insert. (Sowell et al., 1999b; Sowell et al., 1999a.)
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et al., 1994) and then flattened to a 2-D planar format (Thompson & Toga, 1997;
Thompson & Toga, 2002). A complex deformation, or warping transform, is then
applied that aligns the sulcal anatomy of each subject with an average sulcal pat-
tern derived for the group (see figure 3-2). To improve sulcal alignment across
subjects, all sulci that occur consistently can be manually defined on the surface
rendering (see figure 3-3), and used to constrain this transformation. Cortical
measures, such as gray matter thickness or local brain size, can then be compared
across subjects and groups to assess age, gender, or group effects. More details
on these methods can be found in other reports (Thompson, Hayashi, et al., 2004).

Mapping Sulcal Asymmetries Using CPM
Left-right asymmetries in sulcal patterns are particularly interesting in the
perisylvian cortices given the functional lateralization of language in this region
(reviewed in Geschwind & Galaburda, 1985). Postmortem studies have shown
that in adults, the Sylvian fissure is longer in the left hemisphere than the right
(Galaburda et al., 1978; Ide et al., 1996), and in vivo vascular imaging studies
have shown that the Sylvian fissure angles up more dramatically at its posterior
end in the right hemisphere than the left (LeMay & Culebras, 1972). Left greater
than right hemisphere perisylvian asymmetries (planum temporale length) have
also been observed in postmortem studies of infants (Witelson & Pallie, 1973),
indicating that these asymmetry patterns may be independent of maturational
change and the acquisition of language abilities throughout infancy and childhood.
Until our recent in vivo imaging studies, little was known about the emergence of
cortical surface gyral and sulcal asymmetries in normal adolescent development.

In a recent study, we mapped sulcal pattern asymmetry in groups of normally
developing children (7 to 11 years), adolescents (12 to 16 years), and young adults
(23 to 30 years) using the surface-based cortical pattern matching image analytic
methods described above. Asymmetries in perisylvian cortices continued to de-
velop between childhood and young adulthood (Sowell et al., 2002b). Although
the normal left longer than right Sylvian fissure asymmetry was present in the
children, adolescents, and adults, it was much more pronounced in adulthood, on
average twice the magnitude of the asymmetry observed in children. The asym-
metry in the slope of the Sylvian fissure also changed with age such that the nor-
mal pattern of right more sloped than left occurred without exception in the young
adults studied and significantly less frequently in the children. These findings
were consistent with the earlier postmortem literature, and we observed similar
asymmetry patterns in an independent group of children and adolescents (Blanton
et al., 2001). The functional significance of these changes in asymmetry is cur-
rently not well understood, and their relevance to adolescence is even less clear.
Maturational cellular events such as continued myelination (Yakovlev &
Lecours, 1967) and perhaps even new neurons (Gould et al., 1999) in perisylvian
regions could contribute to the dynamic changes in sulcal asymmetry observed



Figure 3-2 Analyzing cortical data. The
schematic shows a sequence of image
processing steps that can be used to map
how aging affects the cortex. The steps
include aligning MRI data to a standard
space, tissue classification, cortical pat-
tern matching, as well as averaging and
comparing local measures of cortical
gray matter volumes across subjects. To
help compare cortical features from sub-
jects whose anatomy differs, individual
gyral patterns are flattened and aligned
with a group average gyral pattern (a to
f). Group variability (g) and cortical
asymmetry can also be computed. Cor-
relations can be mapped between age-
related gray matter deficits and genetic
risk factors. Maps may also be generated
visualizing linkages between deficits
and clinical symptoms, cognitive scores,
and medication effects. The only steps
here that are currently not automated are
the tracing of sulci on the cortex. Some
manual editing may also be required to
assist algorithms that delete dura and
scalp from images, especially if there is
very little CSF in the subdural space. See
color insert. (Thompson et al., 2003.)

62



Figure 3-3 Top left, three representative
brain image data sets with the original MRI,
tissue segmented images, and surface render-
ings with sulcal contours shown in pink; top
right,surface rendering of one representative
subject with cutout showing tissue segmented
coronal slice and axial slice superimposed
within the surface. Sulcal lines are shown
where they would lie on the surface in the cut-
out region. Note the sample spheres over the
right hemisphere inferior frontal sulcus (lower
sphere) and on the middle region of the pre-
central sulcus (upper sphere) that illustrate
varying degrees of gray matter density. In the
blown-up panel, note the upper sphere has a
higher gray matter density than the lower
sphere, as it contains only blue pixels (gray
matter) within the brain. The lower sphere also
contains green pixels (white matter) that
would lower the gray matter proportion within
it. In the actual analysis, the gray matter pro-
portion was measured within 15mm spheres
centered across every point over the cortical
surface. Bottom, sulcal anatomical delinea-
tions are defined according to color. These are
the contours drawn on each individual’s sur-
face rendering according to a reliable, writ-
ten protocol. See color insert. (Sowell et al.,
2002b.)
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between childhood and young adulthood. Gender differences are observed in
cognitive functions of perisylvian cortices, and sexual maturity also occurs dur-
ing the age range studied, so it may be that hormonal factors are influencing the
changes in brain morphology (for a discussion see Witelson, 1991).

Mapping Adolescent Gray Matter Change Using CPM
The VBM studies described above were helpful in our initial efforts to map ado-
lescent changes in brain gray matter, but interpretation of the results may be lim-
ited due to the potentially poor matching of cortical anatomy across subjects. Thus,
we conducted CPM studies of gray matter change (Sowell et al., 2001b) on the
same children studied with VBM earlier described above. In addition to assessing
gray matter age-effects, we were able to assess localized changes in brain size.
CPM statistical maps for gray matter density differences (figure 3-4) between
children and adolescents and between adolescents and adults revealed distinct
patterns as expected given earlier VBM results (Sowell et al., 1999b; Sowell
et al., 1999c). Between childhood and adolescence, local gray matter density loss
was distributed primarily over the dorsal frontal and parietal lobes. Between ado-
lescence and adulthood, a dramatic increase in local gray matter density loss was
observed in the frontal lobes, parietal gray matter loss was reduced relative to the
earlier years, and a relatively small, circumscribed region of local gray matter
density increase was observed in the left perisylvian region. Unlike our previous
studies using VBM, we were able to statistically map the significance of differ-
ences between child-to-adolescent, and adolescent-to-adult contrasts, finally con-
firming that there are regions of accelerated gray matter loss in the post adolescent
age range, mostly in the dorsal frontal cortices (see figure 3-4). These findings
suggested that changes in gray matter density between childhood and young adult-
hood were not linear in nature.

Mapping Adolescent Brain Growth Using CPM
In the same group of subjects described above in the VBM and CPM studies of
gray matter change, we assessed localized brain growth using our “distance from
center” (DFC) measure (Sowell et al., 2001c). It measures radial expansion from
the center of each subject’s brain—which is roughly at the midline decussation of
the anterior commissure (i.e., x = 0, y = 0, z = 0) to each of the 65,536 matched
brain surface points. Differences in the length of the DFC line at each brain sur-
face point between groups (i.e., children and adolescents) suggest local growth in
that location, and statistical analyses at each point can be conducted, as for with
gray matter density. We found statistically significant spatial and temporal pat-
terns of brain growth and surface contraction between childhood, adolescence,
and young adulthood. Because the brain surfaces were scaled to remove global
size differences for these analyses, local brain growth and contraction observed
in these results must be considered relative to global differences in brain size
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In the invitation to contribute to this volume, the editor raised two issues on which
we were invited to comment: (1) What neurodevelopmental processes in children
and adolescents could be altered so that mental disorders might be prevented? (2)
What interventions or life experiences might be able to introduce such changes?
In our work, we have examined attentional networks related to pathologies that
influence the ability to regulate emotions and actions, and we have developed an
intervention that holds some promise in improving attention in young children
and perhaps mitigating the effects of these pathologies. Our work is largely with
young children. We believe, however, that both the methods used and some of
the results described in this chapter could be important in answering the two ques-
tions posed by the organizers.

In this chapter we briefly review the anatomy and function of attentional net-
works, with special emphasis on the executive network, the one most clearly re-
lated to self-regulation. Next, we present evidence from our work and others
showing that various pathologies are related to the functioning of this network.
This section clearly establishes that there is an association between pathologies
and deficits in the executive attentional network, although it does not show that
the deficits of attention cause these pathologies. Finally, we introduce an inter-
vention that has been shown to improve the function of the executive attention
network in young children. We consider the possibility that such interventions
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age 7 to adulthood. The development of conflict resolution is illustrated in table
18-2. Alerting scores showed some improvement up to age 10 and continued
development between age 10 and adulthood. Finally, the orienting score was
similar to adult levels even at the youngest age studied.

Executive Attention, Temperament,
and Externalizing Behavior Problems

Parents can report on the ability of their children to self-regulate behavior using
measures such as the Child Behavior Questionnaire (CBQ; Rothbart, Ahadi, Hershey,
& Fisher, 2001). Their answers can be summarized in a higher-order factor called
effortful control, which is defined as the ability to inhibit a dominant response to
perform a subdominant response, to detect errors, and to engage in planning
(Rothbart & Rueda, 2005). We have repeatedly found that executive attention, as
measured in cognitive conflict tasks such as the ANT, is correlated with effortful
control throughout childhood (Berger, Jones, Rothbart, & Posner, 2000; Chang
& Burns, 2005; Gerardi-Caulton, 2000). On the basis of this evidence, we have
argued that the executive attention network provides the biological basis for self-
regulation of thoughts and behavior (Rueda, Posner & Rothbart, 2004b).

Figure 18-1 A schematic of the Child ANT. The various network scores are obtained as
follows. Alert: No Cue RT–Double Cue RT; Orient: Central Cue RT–Spatial Cue RT;
Executive Attention (conflict): Incongruent RT–Congruent RT. The top box displays the
two types of target. The middle shows the time line of events in each trial starting with a
cue, then a target and feedback following the target. The four types of cue conditions are
shown in the bottom box (after Rueda et al., 2004a).
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Chapter 19

The BrainWise Curriculum

Neurocognitive Development
Intervention Program

Patricia Gorman Barry and Marilyn Welsh
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Searching for “the Green”

David1 is a slightly built 18-year-old who looks younger than his age. He has an
IQ of 50 and attends an urban high school that has contained classrooms for dis-
abled students. He is friends with Ed, another student with disabilities.

Pat Austin, a special education expert and social worker, teaches both boys in
a thinking skills course called BrainWise. The BrainWise curriculum provides basic
information on the brain and uses this as a framework to teach a series of skills
called the “10 Wise Ways.” Each wise way builds on another, merging knowl-
edge about the brain with cognitive concepts. When students practice and learn
the concepts, they develop problem-solving behaviors.

BrainWise material can be taught in 20 to 30 hours, with an additional 30 or more
hours spent reinforcing the skills. However, special needs students require many
more hours of instruction and often take the course for consecutive years. David
and Ed were completing their second year and had received an estimated 300 con-
tact hours of materials and practice. Still, Mrs. Austin wondered how much they
had learned. “It was all I could do to get them to understand the basics,” she said.

A few months before the school year ended, David started exhibiting signs of
schizophrenia, saying he was hearing voices. This was not surprising as his par-
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ents were diagnosed with paranoid schizophrenia. One day, David said that he
not only heard voices, but saw flying clocks and feared that the voices were going
to steal the clocks—and his brain. This happened when David was in the school
hallway with Ed.

“Where is the green? Help me find the green,” he cried over and over, hitting
his forehead with his fist. Students stared as Ed guided his friend through the
crowded hallway to Mrs. Austin’s office. David entered her office, twisting his
body, pounding his forehead, and crying, “I need the green! I can’t find the green!”

Mrs. Austin tried to calm him. “You’re safe, David. Take some deep breaths.”
He wailed, “Where is the green? I can’t find the green.”
“What is ‘the green’?” asked Mrs. Austin.
David did not answer, but moaned, “I can’t find the green,” and kept hitting his

forehead.
Ed answered, “Mrs. Austin, you know! The green’s his Wizard Brain. That’s

why we came to you.”
Now Mrs. Austin knew what David was saying. In the BrainWise program, each

student receives a picture of the brain, which they label and color as they learn
about its different parts. They learn that their senses send signals to the thalamus
(also called the brain’s relay center), and they color it blue.

The limbic system contains the amygdala (emotions) and the hypothalamus,
which houses the fight-or-flight reaction, a response also found in reptiles. Be-
cause of this, it is called the Lizard Brain. They learn that the thalamus and limbic
system are close to each other and connected, helping the brain send signals to
the body so that it responds quickly to protect it from harm. The brain interprets
any intense emotion as a threat and will always react without thinking. Because
of this, students color the limbic system red.

The prefrontal cortex, or Wizard Brain, is behind the forehead and houses ex-
ecutive functions. Students color it green. Unlike the Lizard Brain, which is con-
nected to the thalamus at birth, connections to the Wizard Brain must be learned.
Each time students learn a thinking skill, they draw a line on their picture of the
brain showing how the skill connects the thalamus with the Wizard Brain. They
learn that thinking skills’ connections intercept signals to the Lizard Brain, help-
ing them stop and think before they react.

Mrs. Austin assured David that he had found “the green”—he had used
his Wizard Brain to stay low on his emotions elevator and had come with Ed
to her office for help. She contacted his parents and helped them make ar-
rangements to get David to his doctor. He was hospitalized and put on new
medications.

When David returned to school, Mrs. Austin praised the boys for their use of
thinking skills. Ed smiled and said, “I used my Wizard Brain.”

David nodded in agreement and pointed to his forehead. “It’s here.”
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The BrainWise Program

How do you help students of all ages and academic abilities understand the brain
and how their thinking affects their feelings and behaviors? Helping young people
learn how to make good choices is what BrainWise is all about. If David and Ed
had not learned skills that underlie the thinking process, this scenario would have
been very different. We have found that using mnemonics, drawings, and colors
to teach BrainWise concepts engages people of all ages and abilities. Depending
on the ages and capability of the students, teachers have the option of adding more
information on the brain and explaining the complex relationship between the
ventromedial and dorsolateral divisions of the prefrontal cortex, the hippocam-
pus, the amygdala, and the HPA axis and its components, the hypothalamus, the
pituitary, and the adrenal-cortex (Bremner, 2003; Davidson et al., 2000; Davidson
et al., 2003; Goldsmith & Davidson, 2004; Gunnar, this volume; Teicher et al.,
2003). However, the Wizard Brain/Lizard Brain explanation helps students grasp
abstract concepts of thinking, emotion, and impulse. The result is a method that
helps children and adolescents acquire developmental skills normally found in
more mature youth and adults.

Scientifically demonstrating the outcomes of intervention programs is difficult,
especially with at-risk populations. In this chapter, we present the theoretical
underpinnings of the BrainWise program, as well as research we are conducting
using measures of executive function to demonstrate that the program’s design
and approach help individuals learn and develop thinking skills. Although stu-
dents may not have much control over what happens to them, we want to teach
them that they do have control over how they react.

During the past 15 years, numerous character education, social and emotional
learning, and positive youth development programs have been introduced to
schools to help students prevent or manage the problems they face (Barry, 1996,
1998, 1999; Benson et al., 1993; Eggert et al., 1995; Elias et al., 1997; Kusché &
Greenberg, 1994; Nichols, 1996; Romer, 2003; Shure, 1992; Steinberg, 1996; Zins
et al., 2004). In addition, a growing number of programs are available that ad-
dress specific problems including, but not limited to, AIDS education, anger
management, smoking cessation, and prevention of bullying, drug and alcohol
abuse, suicide, and teen pregnancy.

All of these programs compete for classroom time, creating a difficult balanc-
ing act for teachers who are increasingly under pressure to raise test scores. In
addition, many interventions have come and gone, yielding little in the way of
positive and lasting change (U.S. Department of Education, 2003). To promote
greater success, organizations like the Center for Social and Emotional Educa-
tion, the Collaborative to Advance Social and Emotional Learning (CASEL), the
Center for the Study and Prevention of Violence, the U.S. Department of Educa-
tion’s Institute of Educational Sciences, and the U.S. Department of Health and
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Human Services are establishing lists and registries that identify evidence-based
prevention and intervention programs. However, these lists are meaningless if the
curricula are not taught as designed. A random sample of 1,905 middle school
teachers found that only 25 percent of the lead staff who taught substance abuse
prevention used an evidence-based curriculum and less than one third of them
taught the curriculum using best practice standards (Ennett et al., 2003).

Aware of these challenges, BrainWise was designed as a universal program that
addresses academic standards and can easily be integrated into the classroom. Its
10 skills teach problem-solving strategies that students use to assess and analyze
their own problems as well as the problems of others. And because instructors
choose to teach BrainWise, there is an increased likelihood that they will closely
follow the curriculum.

Originally developed to help high-risk middle and high school students learn
to make responsible choices, the program now is taught to children in grades K–
12 and to adults. Many schools and agencies use the program solely with risk
populations, but it also has been applied universally—for example, integrated into
regular classrooms, used in after-school programs, and taught to college students.
Girl Scouts can earn a BrainWise badge. Illiterate girls in China are taught think-
ing skills to resist sex traffickers. Some high school students even wrote a play
performed for classes throughout their district that includes a rap song titled “You
Gotta Stop and Think.” More than 2,000 instructors have been trained to teach
BrainWise, including 400 educators in China and representatives from Alaska’s
seven native reservations. Countless other instructors are self-taught and use the
program’s scripted lesson plans and online and telephone support for guidance.

Theoretical Foundations of BrainWise
The theoretical foundation of BrainWise is based on research from several disci-
plines, including neuroscience, the social sciences, and education. Aspects from
all of these approaches are integrated into the content and delivery of an interven-
tion used to teach children and youth how to stop and think.

Neuroscience
The brain and body are designed for survival. The body’s senses (sound, sight,
taste, and touch) act as sentinels, sending signals that warn the brain of danger.
These signals trigger fear and the fight/flight/freeze response in the hypothalamic
region, releasing glucocorticoids that bring about increased blood pressure, heart
rate, and body metabolism (H. Benson, 1975; Cozolino, 2002; van der Kolk, 2003).
This reaction places the body in a state of heightened alert, a response that is nec-
essary if someone must jump out of the path of an oncoming car, but that creates
problems if someone becomes violent after being accidentally bumped. The brain
perceives both the car and the bump as threats, triggering nonthinking emotional
and impulsive reactions (Jenson, 2000; LeDoux, 1996).
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Goldsmith and Davidson (2004) suggest that chronic exposure to stressful life
events that results in elevated cortisol levels may, over time, impair emotion-
relevant contextual processing and inhibition. Streeck-Fischer and van der Kolk
(cited in Scott et al., 2003) agree, indicating that chronic traumatic experiences
affect children’s capacity for emotional regulation, causing a negative sense of
self, poor impulse control, and distrust of others. Even isolated traumatic incidents
tend to produce discrete, conditioned behavioral and biologic responses to remind-
ers of trauma, and chronic incidents (e.g., ongoing abuse or exposure to repeated
medical procedures) have a wide range of effects on neurobiological developments
(van der Kolk, 2003). Prolonged alarm reactions alter limbic, midbrain, and brain-
stem functions through “use-dependent” changes (van der Kolk, 2003), which
change the degree to which cortical structures help modulate the brain’s response
to danger (Teicher et al., 2003).

What effect does this have on the large number of children and youth who daily
are exposed to stress? At every BrainWise training, we ask teachers, counselors,
and social workers to examine a list of 20 risk factors, ranging from “no consis-
tent mealtime or bedtime” to “lives in a constant state of fear or threat,” and check
which ones their students have. Their responses are the same: “I would check all
of them,” or “It would be easier to check the ones they don’t have.” In an era of
school violence (Columbine), terrorist attacks (World Trade Center, 9/11), bio-
terrorism threats (anthrax), random sniper shootings, and natural disasters (Hur-
ricane Katrina), more children fear that they or someone close to them will be
harmed.

The media’s extensive coverage of terrifying events and the resulting after-
math—school lockdowns, security officers, routine weapon checks, false alarms—
contribute to stressful physiological reactions. Research on youth exposed to war
and terrorism found that they had difficulty concentrating, were irritable, and were
described by teachers as oscillating between apathy and aggressive behaviors in
the classroom (Saltzman et al., 2003). Posttraumatic stress research shows that
participants have baseline autonomic hyperarousal states and greater resting heart
rate variability compared with controls (Cohen et al., 2002), an outcome exem-
plified by abnormally high resting heart rates recorded in traumatized children
(Perry, 1994; Perry & Pollard, 1998).

Unfortunately, many school personnel and youth workers blame the child or
youth rather than considering that these young people may not know any other
way to react and that their behaviors may be secondary responses to stress, grief,
and depression (Saltzman et al., 2003). This is why it is important to teach young
people skills that will give them control over how they respond to problems and
that show them how to overcome habitual fight/flight/freeze reactions.

Experiences interpreted as traumatic will, during development, determine the
functional capacity of the human brain. The same molecular characteristics of nerve
tissue that allow the mature brain to store new information are also those for orga-
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may be the case that the more sensitive test of the effectiveness of BrainWise is
not in terms of changes in executive functions as seen under “normal” testing
conditions, but in terms of changes in executive skills under “stressful” testing
conditions (e.g., conditions more stressful than the time limits required by the
Stroop).

Future research involves evaluating BrainWise as a school- and family-based
intervention to improve school adaptation, performance, and achievement in low-
income children. Evidence suggests that programs designed to alter parenting
attitudes and practices result in improved school readiness, literacy, and academic
achievement (Brooks-Gunn & Markman, 2005; Olds et al., 2004). The target
children will receive BrainWise at school, and their caregivers will be taught
BrainWise at home. Outcomes of this group will be compared with matched groups
who receive BrainWise only in school and not at home, and children and parents
who do not receive BrainWise. This “double dose” of the BrainWise intervention
will allow pairwise comparisons to determine whether enhancing cognitive stimu-
lation at school or the school and home is sufficient to produce improvements in
child outcomes, as well as the attendant effects of teaching caregivers new think-
ing skills.

Figure 19-1 A comparison of actual and expected difference scores for Tower of Lon-
don–Revised (TOL-R) accuracy and Stroop interference.
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Conclusion

The classroom is not a scientific laboratory. It is difficult to control the quality and
amount of BrainWise material that students receive, just as it is difficult to control
other variables that can jeopardize the effective delivery of a program or a study’s
internal and external validity. We are beginning to gather data that show how teaching
children about the brain helps them learn skills to make good decisions.

As we gain a better understanding of the neurodevelopment of the frontal cortex
and how it complements skills that are called executive function, we will be able to
integrate brain research into helping individuals learn how to replace impulse and
emotions with a thinking process. The BrainWise curriculum uses a simple explana-
tion of this process to help students understand that how they think affects how they
act, and provides a framework to teach skills that promote positive youth development.

Educators, psychologists, and sociologists need to work closely with scientists
studying the biology of learning so their discoveries can be applied to programs
taught in schools, communities, and homes. Emotion and cognition once were
considered independent and separate, but now can be understood as intricately
bound and inseparable (Bell & Wolfe, 2004). We are getting closer to the day when
scientific evidence will explain how the Aha! of learning takes place in everyone,
including at-risk adolescents, kindergartners, and developmentally disabled youth
like David and Ed.
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Notes

1. The students’ names have been changed.
2. Nerve cells of the sea snail were easier to study than those of a mammalian brain, as

Aplysia has 20,000 central nerve cells clustered around 10 ganglia, each of which con-
tains 2,000 cells, versus a “million-million” nerve cells in a human (Kandel, 2000).

3. Kindergartners and developmentally disabled children take longer to learn the con-
cepts. It’s important not to equate knowing the BrainWise terminology (e.g., Wizard Brain,
Lizard Brain, emotions elevator, and so on) with understanding the concepts. That is like
expecting a child who knows the alphabet to be able to read. Demonstrating knowledge of
the skills through behavior indicates that the skills have been learned.

4. These were high performing special education students, different from David and
Ed’s class for profoundly disabled students.
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Serious physical, psychological, and social costs accompany the development of
child conduct problems including increased risk for social and educational fail-
ure (Lahey, Loeber, Quay, Frick, & Grimm, 1997), adolescent depression and
suicidality (Anderson & Smith, 2003), as well as early alcohol, illegal drug, and
tobacco use (Galaif, Hser, Grella, & Joshi; 2001; White, Xie, Thompson, Loeber,
Stouthamer-Loeber, 2001). Consequently, preventive interventions have been
developed as one strategy to decrease the incidence of childhood and adolescent
mental health problems and early substance initiation (Drug Strategies, 1998;
Greenberg, Domitrovich, & Bumbarger, 1999; U.S. Department of Health and
Human Services, 1999).

Researchers’ capacities to develop interventions that can decrease the incidence
of problem behavior and increase positive functioning are dependent, at least in
part, on an understanding of the multiple, interacting processes that promote
healthy adolescence development. Developmental processes, at both the behav-
ioral and neurobiological level, are further embedded in influences (Bronfen-
brenner, 1977) that reside at the levels of individuals, peers, families, schools, and
communities (Hawkins & Catalano, 1992; Masten, 2004; Steinberg et al., in press).
Understanding these transactional processes between youth capacities and fam-
ily, school, and community contexts during the prolonged period of adolescence
can assist prevention scientists in constructing and implementing prevention and
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treatment programs that strengthen the social and behavioral trajectories of chil-
dren (Dodge, 2001).

There are four primary goals for this chapter. The first is to briefly consider
aspects of the developing adolescent for understanding the development of com-
petence, risk, and psychopathology. Second, we review research on the potential
influence of neurocognitive abilities and changes in neurobiological systems on
social and emotional competence. Here we utilize the term neurocognitive to de-
note executive functions including inhibitory control, set shifting, planning, and
maintaining information in working memory, as well as the role of language in
guiding behavior. Third, we review research indicating the potential mediating
role of changes in neurocognitive function in the prevention of problem behav-
iors in childhood. Finally, we discuss the implications and future directions of this
research for the linkage of prevention science and developmental neuroscience
during adolescence.

A central question in modern psychology is the reciprocal relationship between
emotion, arousal and motivation, and cognition (Bandura, 1986; Blair, Granger,
& Razza, 2005; Cicchetti & Schneider-Rosen, 1984; Gray et al., 2005; Luria,
1973). The developmental processes involved and the contextual forces that shape
the integration of cognition and emotion have become one of the most exciting
aspects of research in development from infancy through adolescence (Steinberg
et al., in press). Central to the nascent integrative understanding of these changes
is the emergence and integration of developmental neuroscience. This research
has altered our understanding of the flexibility and malleability of the brain in
relation to environmental stimulation and deprivation (Bush, Luu, & Posner; 2000;
Gunnar & Vazquez, 2001; Ochsner, Bunge, Gross, & Gabrieli, 2002).

An exciting result of these new integrations across brain, behavior, and context
are conceptual models of development that begin to fully embrace the complexity
of person-environment interactions at different developmental stages (Blair, 2002;
Greenberg & Kusche, 1993; Steinberg et al., 2006). In addition, a number of more
specific models that integrate neurocognitive and biological factors have been con-
ceptualized for the development of aggression and delinquency in adolescence
(Moffitt, 1993) and substance abuse (Fishbein, Hyde, Coe, & Paschal, 2004).

The complexity of understanding necessary to fully characterize adolescence
surely includes a model that includes both pubertal/hormonal changes, develop-
ments and integrations at the neurological level (especially in the prefrontal area),
changes in roles and identity, along with the increasing striving for autonomy, as
well as the decreased monitoring by adults that was present in childhood. The
challenges of adolescence present the combination of increasing autonomy and
risk taking and, a central struggle of this period is the management of impulsivity
in the context of high emotionality. As a result, similarly to other periods in child-
hood, youth’s social and cognitive competencies in hypothetical situations or in
“cool” situations of low emotional arousal are not strong predictors of their be-
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havior in risky contexts in which emotions run high (potential to shoplift when
with friends at the mall, to drink with peers at an unsupervised party, etc.).

Given the central importance of the development of self-reflection and mind-
fulness (metacognition) in middle childhood and adolescence in regulating strong
emotions, the field of neuropsychology holds promise in the construction of com-
prehensive, developmental models of problem behavior (Greenberg, Kusche, &
Riggs, 2004). As such, models that incorporate a focus on neural maturation in
social contexts can help researchers better design and implement programs aimed
at preventing the development of adolescent problem behavior.

Development of Neural Systems and Pathways Related
to Social, Cognitive, and Emotional Competence

Neural development is a product of the complex interaction between the geno-
type (the full complement of genes inherited by parents) and environmental con-
ditions surrounding individuals (Greenough, Black, & Christopher, 1987). Genetic
mechanisms combine with environmental influences to impact each aspect of
neural development from neurogenesis, migration, synapse formation and den-
sity, pruning, myelination, to degeneration (see Grossman, Churchill, McKinney,
Kodish, Otte, & Greenough, 2003). However, there is a great deal of heterogene-
ity in the time course of development in different areas of the brain with the long-
est period of development occurring in the frontal area (Giedd et al., 1999; Giedd,
Castellanos, Casey, & Kozuch, 1994). During childhood and into adolescence,
the areas of the brain responsible for behavioral control and self-regulation are
rapidly proceeding through genetically influenced phases of structural organiza-
tion. However, although genes play an important role in neural development, neural
organization is malleable and can be shaped by both shared and unique experi-
ence in determining ultimate neural structure and functioning. Findings at the
molecular level indicate the role of gene-environment interactions in adolescent
development (Caspi, Moffitt, Cannon, McClay, Murray, et al., 2005).

The Limbic System and Frontal Cortex
The limbic system, which is situated in the middle of the brain, is often referred
to as the brain’s “emotion center.” It controls the automatic processing of mul-
tiple aspects of emotion and behavior, such as the recognition of emotional expres-
sion in faces, action tendencies, and the storage of emotional memories (Aggleton,
1992). Although the limbic system is functionally immature at birth, children who
receive an appropriate level of environmental stimuli (see Greenough, et al., 1987)
achieve relative mastery in these “limbic” tasks by toddlerhood. However, chil-
dren at this age are especially prone to impulsive, emotional, and behavioral re-
actions due, in part, to an underdeveloped frontal cortex.
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The frontal cortex, situated in the anterior region of the brain, provides second-
ary processing of emotions at a more sophisticated level than does the limbic sys-
tem. Specifically, emotion information, processed in the limbic system, travels
through ascending neurons to the frontal cortex, which is the only neocortical site
in which this information is represented (Damasio, 1994). The frontal cortex then
transmits information back to the limbic system to modify emotion signals and to
the sensory-motor cortex to influence potential behaviors (LeDoux, 1996).

Executive Function and the Development
of Vertical Control in Childhood

The developmental achievement of higher-order cognitive processes exerting
control over lower-level limbic impulses is known as “vertical control.” Children
and young adolescents are not capable of exercising full vertical control until the
frontal cortex itself, and the neural pathways connecting the frontal cortex to the
limbic system, have fully developed. Frontal-cortical development progresses
quickly from birth to the second year of life, and then is followed by another growth
spurt from about 4 to 7 years of age (Luria, 1973). After this, there are less dra-
matic increases in the growth of frontal lobe volume. However, early in adoles-
cence (around 10–11 years of age), the pruning process begins to sculpt and mold
the frontal lobes, and continues to do so at least into early adulthood (Gogtay,
Giedd, Rapoport, 2002; Sowell et al., 2003). This time course of morphological
development distinguishes the frontal cortex as one of the last brain regions to
achieve functional maturity (Dempster & Corkill, 1999; Diamond, 1990) and thus
the most likely to be influenced by environmental input. Compared to adults, teens
also show less consistency in suppressing prepotent responses, a central function
of the prefrontal cortex (Luna & Sweeny, 2004). As a result, they show more risk-
taking behavior and may be more susceptible to impulsive decisions when highly
emotionally aroused.

With the development of the frontal lobes comes the development of “execu-
tive function” (Pennington & Ozonoff, 1996; Welsh, Pennington, & Groisser,
1991). Executive function (EF) generally refers to the psychological processes
that are involved in the conscious control of thought and that have been linked to
prefrontal cortex (PFC). Examples of processes believed to be involved in con-
scious control of thought are inhibition, future time orientation, consequential
thinking, and the planning, initiation, and regulation of goal-directed behavior
(Luria, 1972).

Developmental delays and/or damage to the frontal cortex can have substantial
implications for the development of EF, and consequently children’s behavioral
development (Raine, 2002). For example, variations in EF functions have been
related to difficulties in such behavioral domains as distractibility, impulsivity,
inattention, language processing, and foresight necessary for behavior regulation,
and recognition of the consequences of actions from early childhood through
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In this volume, we see evidence of tremendous progress in understanding the nature
and developmental origins of behavioral dysfunction, especially the syndromes
that typically emerge during adolescence. The chapters highlight the ways in which
environmental and genetic factors act in concert to modulate the course of brain
development and thereby confer vulnerabilities, as well as resilience, to mental
disorders. They also describe new research findings that shed light on the devel-
opmental processes giving rise to functional impairment and some of the promis-
ing opportunities for intervention suggested by these models.

Developmental Models

There is rapidly accumulating evidence that adolescence is a critical develop-
mental period for the expression of vulnerabilities for behavioral symptoms and
syndromes, ranging from substance use to major mental illnesses. Why is ado-
lescence a critical period for the onset of such a broad range of disorders? In
addressing this question, it is of interest to consider the developmental models
offered by the investigators featured in this volume. These models represent the
major trends in conceptualizing the nature of adolescent development and risk
for mental disorders.

Conclusions

Elaine F. Walker and Daniel Romer
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Normal Brain Maturation
The contributors to this volume have posited models of adolescent vulnerability
that vary with respect to their assumptions about the origins of brain dysfunction.
Normal maturational processes figure prominently in several of these models.
Drawing on seminal research findings from Elizabeth Sowell, Paul Thompson,
and Arthur Toga (chapter 3) and others, these authors highlight the structural and
functional changes that characterize the adolescent brain, then demonstrate how
these changes can heighten the individual’s sensitivity to environmental challenges.

For example, in chapter 10, Erin McClure and Daniel Pine draw on a model
recently proposed by their research group to account for the emergence of mood
and anxiety disorders in adolescence (Nelson, Leibenluft, McClure & Pine, 2004).
The authors hypothesize that normative changes in adolescent social behavior
reflect developmental changes in the brain circuitry involved in the social infor-
mation processing network (SIPN). The SIPN is assumed to involve three nodes:
the detection node, the affective node, and the cognitive-regulatory node. The
detection node serves to categorize and process the properties of social stimuli,
and includes regions of the occipital cortex, temporal cortex, and the fusiform face
area. Once the social properties of the stimulus have been identified, the affective
node is engaged. This node includes the amygdala, nucleus accumbens, and the
hypothalamus. Finally, the cognitive-regulatory node then engages in more com-
plex processing of the stimuli, and it enables the individual to reflect on the men-
tal state and intentions of others, to inhibit prepotent responses, and to generate
goal-directed behavioral options. These cognitive processes are subserved by the
prefrontal cortex (PFC).

As described in several chapters, there is evidence that the brain regions sub-
sumed in these nodes differ in their developmental trajectories. The areas com-
prising the detection node reach maturity in early childhood. In contrast, the regions
that comprise the affective and cognitive-regulatory nodes undergo significant
change during adolescence, and these changes are assumed to be linked with the
alterations in cognitive and social behaviors that occur during this period. Because
the cognitive-regulatory regions undergo the most protracted developmental course,
the gradual increase in the capacity to regulate emotional expressions and social
behavior extends into young adulthood.

Taken together, the temporal pattern of maturational changes in the affective and
cognitive-regulatory nodes is presumed to play a role in the emergence of mood dis-
orders in adolescence. Specifically, the authors propose that the increased intensity
of emotional responses to social stimuli can result in heightened sensitivity to nega-
tive social events and thereby increase risk for mood disorders. Because the cognitive-
regulatory functions subserved by the PFC are not fully mature in adolescence, the
individual does not yet have the capability to reflect on social experiences and modu-
late responses. When the social environment is especially stressful, as is often
the case in adolescence, the individual succumbs to symptoms of mood disorder.
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